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Abstract
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Among the wide variety of theories developed to explain how parts of Europe managed to escape

from a pre-industrial, Malthusian world through a long period of sustained growth, two families of

models stand out. On the one hand, institutionalism, which has become the predominant expla-

nation of economic development, traces growth back to a particular configuration of institutions,

placing strong emphasis on the presence of formal structures such as constitutional checks and

balances and constraints on the executive (North and Weingast 1989). On the other hand, en-

dogenous growth models explain economic development as a function of technological innovation,

which (especially in medieval and modern Europe) happened in the shopfloor through a process of

learning-by-doing. In this paper we provide evidence in favor of a model of endogenous political

development. Combining new data on both the presence of proto-industrial centers and parliamen-

tary constraints with data on the size of cities, we show that through a process of agglomeration

very early productive advantages fostered technical know-how embodied in urban-dwelling artisans

who, in turn, caused both further growth and forced institutional limits upon leaders’ actions.

The ability to place constitutional checks on leaders is viewed by many contemporary scholars

as crucial for development. In this understanding, formal limits on the executive’s ability to behave

capriciously, expropriate wealth, and unilaterally abrogate contractual agreements fosters economic

development by promoting a stable environment for investment and the protection of property

rights. Yet from both theoretical and empirical standpoints, those who argue in favor of the

independent effect of parliamentary constraints do little to explain their origins or convincingly

show that these institutions themselves are not epiphenomenal to development.

Statistically, assertions of a relationship between parliaments and development are frequently the

consequence of an over-reliance upon cross-sectional comparisons or panel data that do not extend

sufficiently far into the past. For example, estimating the effect of parliamentary constraints in a

given cross-section, even after conditioning upon contemporaneous levels of development, will yield

confounded estimates if the deep past has a persistent direct effect on both present-day political

and economic outcomes. Similarly, relying upon “short” panels that do not reach far into the past

in order to estimate patterns of political-economic divergence may mask true underlying causes.

Take as an example the claim that executive constraints in the fifteenth century (in conjunction
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with access to the Atlantic Trade) caused divergent patterns of growth in Europe (Acemoglu,

Johnson and Robinson 2004). Focusing upon institutions and subsequent growth at this one point

in time potentially misses a process of political-economic divergence that, in fact, started at some

much earlier point in time. Our results suggest just this. That is, instead of reflecting a true

underlying cause of development, parliamentary constraints are themselves outcomes determined

by an endogenous process of growth. We demonstrate this in two steps.

First, we show that the economic take-off and development of parts of Europe should be un-

derstood as a process of endogenous growth within which the development of political and social

institutions was embedded. We provide evidence that very early advantages, appearing at turn of

the first millennium – at the end of the “long period of migration, invasion, and conquest” (Strayer

1973; 16) which preceded – generated in some places, mostly clustered in the European north-south

corridor that broadly runs from southern England to northern Italy, a process of divergent growth.

These initially advantaged urban settlements specialized in the development of a network of arti-

san craft manufactures. Those artisan networks fostered, through a process of learning-by-doing,

incremental technological innovations. Moreover, because urbanized proto-industrial regions ben-

efited from increasing returns to scale due to sector- and location-specific positive agglomeration

externalities (Krugman 1991), the European areas that urbanized earlier in time grew into much

larger towns than the regions that were mainly rural in the Middle Ages.

In our second step we show that the processes of urbanization and proto-industrialization gener-

ated social actors capable of forcing parliamentary checks (in the form of city councils or territorial

assemblies with stronger urban representation) on would-be absolutists. First we find that while

there exists a correlation between levels of development and parliamentary constraints, this rela-

tionship is simply a statistical artifact of a historically rooted common cause. Once we condition

upon the deep past this correlation disappears. Next, we demonstrate that the correlation between

executive constraints and urban development is driven by very early economic advantages. To do

this we provide a series of tests to show early economic conditions, measured around 1200 persist

over the subsequent 600 years in their impact on parliamentary life. In other words, we show that

both paths of urban agglomeration and executive constraint share a common cause, the initial
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conditions of urban development.

To describe the political-economic (co)evolution of the continent from around 1200 (or the onset

of the commercial and technological innovations that transformed Europe) to 1900 (a time at which

the industrial revolution had been in place for about a century) we compile a new and wide-ranging

dataset. We construct a comprehensive dataset for the European continent that includes geographic

and climatic features (1200-1800), urban population data (1200-1800), per capita income data in the

second half of the 19th century, location of proto-industrial (textile and metal) centers and of coal

mines, political borders, and parliamentary institutions. All the data are calculated at 225 km ×

225 km grid-square units as well as for sovereign and semi-sovereign political units (such as Genoa,

Venice, France or Sicily). We then estimate the geographic, economic, and political covariates

of urban density (commonly used as a proxy for per capita income) and 19th-century per capita

income. Moreover, we assess causal relationships between urban development and our political-

economic outcomes of interest using both a sensitivity analysis procedure and an instrumental

variables approach that exploits random climatic variation across time and space in the propensity

of territory to support urban populations.

The paper is organized as follows. Section 1 weaves the dominant theories of development into

a relatively integrated explanation of the sources of Europe’s development. Section 2 describes the

data employed in the paper. The following four sections examine our main empirical implications by

proceeding in a piecemeal fashion. Section 3 characterizes economic growth in Europe as following

an endogenous process – with early urban density leading to subsequent urban growth, reinforced

by agglomeration effects. Section 4 uncovers the technological dynamics that fed (and were fed

by) that process of urban growth: it shows how high urban populations stimulated a process of

proto-industrialization (in the textile and metal sectors) and then identifies how the latter in turn

acted as a key engine of urban growth. Section 5 shows that, although parliaments multiplied with

urban growth, they did not operate as precondition of economic growth: institutions did not trigger

the process of economic development but rather were embedded within it. Section 6 reassesses if

potential changes in growth potential, proxied by access to the Atlantic after the discovery of the

New World, in combination with parliamentary institutions may have an independent influence on
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subsequent development. Here we find little support of independent effects for either the Atlantic

trade or parliaments. Section 7 concludes.

1 Theory

The gradual rise of the European core arguably fits an endogenous (or self-sustained) development

process characterized by the following components. First, growth was ultimately a function of the

creation and accumulation of knowledge: the latter determined the uses to which capital and labor

would be put (the types of goods and services that would be produced) as well as the efficiency

with which those production inputs would be employed. Second, the generation and transmission

of knowledge was embodied in a class of innovators and problem-solving producers who, mostly

reacting to what they had been “learning on the shopfloor”,1 developed new ideas, that is, new

instructions or recipes on how to reorganize and improve production. Third, the existence of that

class of inventors, problem-solvers, and artisans depended on the size and growth rate of population.

As population grew, and provided there was some (agricultural) surplus that freed a fraction of the

population to set up crafts and shopfloors (where they would engage in the generation of knowledge),

there was a positive growth of ideas and some increase in average productivity throughout the

economy.2 Finally, the temporal and spatial variation in initial population growth, which then

on average defined each region’s particular growth path, was probably shaped by biogeographical

factors, mainly, the quality of soils and their effect on food availability.3

In the European context, endogenous economic (and, as we discuss shortly, institutional) change

adopted the following structure. With the end of the waves of wars and massive migrations that had

started with the penetration of Barbarian populations in the late Roman empire and lasted until the

1The expression comes from de Munck and Soly (2007) and is cited by De la Croix et al. (2016), page 6.
2As emphasized by endogenous growth theories, knowledge and ideas are, in contrast to most economic goods,

nonrivalrous – one person’s use of an idea A does not diminish another’s use. Because of the nonrivalry of ideas,
growth is then a function of the total stock of ideas (and not of the stock of ideas per capita). Hence, as population
grows, there should be more innovators and, correlatedly, an expanding stock of ideas and per capita output growth.
For a comprehensive review of the endogenous growth literature, see Jones (2005). See also Arrow (1962), Kremer
(1993), Romer (1996), and, more recently, Galor (2005).

3Its variation was also probably shaped by political and military shocks. For the role of biogeographical factors on
population change and economic growth, see Sachs and Warner (1997). For growth models that endogenize population
choices, see Galor, Moav and Vollrath (2009).
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Hungarian invasion and the Viking raids of the 9th and 10th centuries and that had resulted in the

collapse of urban life and the absence of any significant interregional trade, the continent stabilized

politically and growth resumed (Pirenne 1936, Randsborg 1991). Across Europe, at that point

completely rural and autarkic, the introduction of new agricultural techniques such as the heavy

mould plough and the three-field rotation system boosted yields and population growth (Lynn

1964, Andersen, Jensen, and Skovsgaard 2013). The latter varied, however, with biogeographical

conditions. European regions endowed with rich soils and optimal temperatures generated a large

crop yield per hectare, which allowed them to support high population densities and the formation

of urban agglomerations.

Those urban clusters were, in turn, conducive to the formation of a class of traders, artisans

and craftsmen who engaged in a process of learning-by-doing on the shopfloor and in the context of

a master-apprentice relationship (in which young workers were taught by older craftsmen). Once

exposed to the existing technological and ideational stock, the next generation of artisans arguably

picked the best-practice techniques and, stimulated by their professional interaction, developed new

ideas to solve the production problems they encountered. Over time, that process of technical learn-

ing, sorting and innovation resulted in faster rate of technological change relative to less urbanized

populations and territories. The initial advantage of early urbanizers gave them a persistent lead

over time. In the presence of increasing returns to scale to knowledge and positive agglomeration

externalities, the initial (and probably modest) variation in soil fertility and transportation costs

across European regions resulted in much faster growth in the better-endowed territories and in a

growing process of economic divergence between the European corridor running from England to

Northern Italy and the rest of the continent.

That process of economic development triggered (or at least co-evolved with) key institutional

transformations and sustained them. The new economic actors had the capacity to establish insti-

tutions to perform particular functions (such as enforcing complex contracts, protecting property

rights, and resisting abusive taxes from feudal lords and monarchs) essential to defend their in-

terests. As emphasized by a long institutional literature, the development of those pro-growth

institutions was ultimately underpinned by a structure of constitutional checks and balances, gen-
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erally in the form of parliamentary bodies, that constrained the state and curb its incentives to

exploit individual agents (North and Weingast 1989, North 1990, De Long and Shleifer 1993).

Current institutional theories of growth grant institutions a primary causal role in economic

development: a stable political order guaranteed by the state jointly with parliamentary institutions

constraining the executive resulted in well-defined property rights and low transaction costs, raising

private investment, economic specialization, trade, and innovation (Smith 1937, North 1990, Olson

1993; 2000). 4 Here we do not deny that one or more of these institutions may perform the functions

attributed by the institutionalist literature. Our claim is, instead, that it was technological change

and economic growth that led to new institutions (and not the other way around): institutions

were embedded in a broader process of economic and technological change.

In the case of Europe, once towns had grown in size and wealth, their dwellers had the numbers

and money to defeat the heavy cavalry of the old feudal class and to introduce pluralistic institutions

in autonomous or semi-autonomous city-states in the 13th and 14th centuries (Tilly 1990, Abramson

2015). The use of gunpowder and the intensification of war competition around 1500 led to the

emergence of several large continental monarchies and to a generalized decline of most proto-

parliamentary institutions. The latter only remained in place, if at all, in the most commercially

dynamic enclaves of northwestern Europe. In other words, the strength of parliamentary institutions

reflected the particular economic and social structure of each territory, playing, contrary to the

institutionalist literature, a secondary role in economic growth. Economic development happened in

heavily urbanized territories, rich in proto-manufacturing clusters – regardless of whether executive

constraints were in place or not during the approximately two centuries that preceded the industrial

revolution.

2 Data

We explore the covariates associated with urban agglomeration and executive constraints by em-

ploying two types of units as our observations: 225 km-by-225 km grid-scale units or quadrants

4To these institutions, a strand of the literature adds the existence of a stable set of norms of cooperation and
“thick” trust, i.e. social capital, reducing the incentives of individuals to take advantage of each other and empowering
them to control state institutions (Putnam 1993).
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that have some mass of land; and political units that were either sovereign or semi-sovereign poli-

ties. Sovereign units were fully independent territories with their own executive (monarchical or

not). Semi-sovereign units were those territories that, although under the control of a different

state, retained some measure of political autonomy (defined by the existence of their own governing

institutions or special “colonial” institutions such as having a permanent viceroy). Examples of

sovereign units are Portugal before 1580 and after 1640 or Venice until 1798. Examples of semi-

sovereign units are Naples (after passing to the Catalan Crown in 1444) or Valencia (member of

the Catalan confederation and later of Spain) until 1707. Using semi-sovereign units allows us to

employ smaller territories and more fine-grained data. More generally, coding our data at either

the quadrant level or according to old borders minimizes a fundamental problem in studies that

employ current sovereign countries as their main unit of analysis: the fact that political boundaries

are endogenous to territorial economic conditions and factor endowments (Tilly 1990, Abramson

2015).5

Our data coverage for political institutions is broader than existing studies in two ways. First,

we include Scandinavia and most of Eastern Europe. Second, we code our observations going back

to 1200 whereas most current studies employ instead historical panels that start at a moment in

time when economic divergence had already taken place.

2.1 Economic Development

Following the current literature (Acemoglu, Johnson and Robinson 2002, Chanda and Putterman

2007), we rely on urban population data to proxy for economic development. Employing Bairoch,

Batou and Pierre (1988), who provide a comprehensive dataset with information on about 2,200

towns that had 5,000 or more inhabitants at some time between 800 and 1800, we construct a

measure of urban density equal to the ratio of urban population over geographical size of the unit.6

5Our measures of historical state boundaries are taken from Abramson (2015) which allows the size of units to
change over time. Therefore, when measuring urban density we account for both changes in the size of states as well
as the addition of urban population via expansion.

6This measure proxies the standard urbanization rate (urban population over total population), which cannot
be estimated at a subnational level for lack of data on total population. In Appendix A (Tables A10 through
A12) we replicate our result using data from the Klein Goldewijk et al. (2011) who construct low-level estimates of
urban population density (urban population over total population) employing models of climatological and geological
constraints to population growth. Our results using this measure are nearly identical to those presented in the main
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Figure 1 represents the location of all the cities in the Bairoch dataset for 1200, 1500 and 1800

respectively. The diameter of each dot is proportional to population size. The maps also include

the grid we use to define our observations. The three maps capture a continuous process of urban

expansion over time. By 1200 an urbanized axis had emerged in the old Lotharingian kingdom,

with cities mostly clustered in today’s Benelux and in Northern Italy. The map also records the

existence of a set of (by that time declining) towns in the southern half of the Iberian Peninsula.

Three hundred years later the urban population had grown quite rapidly. According to Bairoch,

Batou and Pierre (1988) the number of Europeans living in towns grew from 8.4 million in 1300

to 23 million in 1800. Urban growth did not simply track total population growth. It resulted in

a higher proportion of the population living in cities. In Western Europe, the urbanization rate

went up from 2.1% in 1000 to 8.1% in 1500 and 21.2% in 1800 (Boix 2015). Urbanization rates also

varied across countries – for example, in 1500 they ranged from 29.5% in the Netherlands to 2.2.%

in Scandinavia.

Besides Bairoch’s urban population data, we employ regional per capita income in 1870 and

1900 across Europe. To construct this measure at the regional level, we rely on a growing number

of new estimations of GDP per capita done at the subnational level by several economic historians,

harmonized across countries using Maddison’s per capita income data at the national level as a

benchmark.7

2.2 Urban Development and Proto-Industrialization

Towns may embody a process of economic specialization and technological innovation leading to

higher incomes. However, they may just be urban agglomerations where a rent-seeking clique

(served by a class of servants) lives out of the surplus it extracts from its particularly productive

agricultural hinterland. Aware of this possibility, Weber (1968; 1212 ff.) distinguished between

towns featuring a core of craftsmen, tradesmen and financiers and cities built around a royalty, its

court and its tax and military bureaucracy. Both cities may be located in agricultural rich lands.

text.
7For the sources and procedure employed to build per capita incomes at the regional level, see our supplementary

appendix B.
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But only the former could have fostered the kind of technological innovation that ended up breeding

the industrial breakthrough of the 18th and 19th centuries.

To measure the commercial and industrial dimension of cities and to proxy for the learning-

by-doing process embodied in the artisanal network, we have collected data on the geographical

location of textile and metal production centers before 1500 in Europe. For the textile industry, we

plot the location of wool, linen and silk manufacturing centers reported in Gutmann (1988), who in

turn follows Carus-Wilson (1966). For the metal industry we employ the exhaustive data set built

by Rolf Sprandel on the location of iron forges between 1200 and 1500 (Sprandel 1968; 93-220).

2.3 Political Institutions

We examine the impact of political institutions by looking at the presence of parliamentary institu-

tions, which are seen in the literature as a main guarantor of property rights and as the foundation

of the rule of law (North and Weingast 1989, North 1990). Our index of parliamentary strength,

coded at the level of politically sovereign (and semi-sovereign) units, is the fraction of years with par-

liamentary meetings in each given century. The frequency of parliamentary meetings is an indirect

but plausible measure of institutional strength. The history of the conflict between parliamentary

forces and absolutist monarchs in modern Europe revolved around the capacity of the latter to first

domesticate and then suppress parliaments (Anderson 1979, Williams 1970). Recent literature on

dictatorships and semi-democratic regimes shows that the presence of working institutions (such

as legislatures) is fundamental to the preservation of power-sharing agreements among governing

elites (Gandhi and Przeworski 2007, Svolik 2009, Boix and Svolik 2013).

Parliamentary bodies include traditional territorial assemblies (like the British parliament or

the French General Estates) and permanent local councils (like Genoa’s Maggiore Consiglio or

Florence’s executive committee). More precisely, to be defined as having a parliament, the political

unit under analysis has to have a non-executive body (i.e. a body that fulfills legislative and

sometimes judicial functions as opposed to or in addition to strict executive tasks) formed by a

plurality of members. This non-executive body must be chosen through procedures (elections or
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lottery) not directly controlled by the executive.8 The coding, done annually, is then converted

to century averages that range from 0 (Spain in the second half of the 18th century) to 1 (with a

meeting every year, like Venice through 1798).

The coding partly follows the data bases collected by van Zanden, Buringh and Bosker (2010)

and Stasavage (2011), corrected and complemented using secondary sources and historical collec-

tions of parliamentary sessions. However, our data base differs from previous studies in two ways.

In the first place, we also code as parliamentary bodies those parliaments that did not include third

estate representatives. Requiring urban representatives to code legislative bodies as parliaments

conflates a purely institutional effect (i.e. a body capable of constraining the executive) with the

presence of a particular social sector that was in fact endogenous to (proto-industrial) growth. In

the second place, our data is more exhaustive than the existing data sets: it includes parliaments

from territories that were members of political confederations (such as Catalan or Valencian Corts,

which were fully autonomous untill the early 18th century) and imperial structures (such as the

parliament of Sicily, which continued to meet under Catalan, Spanish and Austrian control); and

it incorporates data on the governance structures of city-republics (as well as small duchies and

principalities) such as Genoa, Lucca, Modena, Verona, etc. As a result, institutions are coded at a

much lower level of aggregation than previous studies, which by using contemporary borders throw

away key regional variation. The number of political units coded reaches over three hundred.

2.4 Controls: Climate, Agricultural Suitability, and Urban Population

As pointed out in Section 1, the growth of cities and proto-industrial centers and the development

of quasi-representative political institutions was likely to have been endogenous to a self-sustained

process of population growth and technological innovation through learning-by-doing. The litera-

ture on premodern city growth (De Vries 1984, Bairoch and Braider 1991) highlights the fact that

urban centers required an agricultural surplus to sustain themselves. As Nicholas (1997) points

out, “cities could not develop until the rural economy could feed a large number of people who,

8A council directly appointed by the executive (generally a monarch, prince or lord) is not counted as a parliament.
Directly appointed councils range from early medieval curiae to advisory bodies set in place by absolutist kings.
Multimember committees renewed through pure co-optation are not counted as “parliamentary bodies” unless they
also control executive powers directly.
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instead of growing their own food, compensated the farmer by reconsigning his products and later

by manufacturing items that the more prosperous peasants desired. The ‘takeoff’ of the European

economy in the central Middle Ages is closely linked to changes in the rural economy that created

an agricultural surplus that could feed large cities” (p. 104). As such, we take particular care in

accounting for the effects of natural biogeography on early population growth.

To disentangle the relationship between economic development, proto-industrialization, and

parliamentary constraints we take two approaches. First, because the bio-geographical conditions

that promote early urban development may also affect the later economic and political outcomes

we are interested in, we control for a large number of possible confounders and, then, using the

sensitivity analysis procedure discussed in Oster (2013), we show that our estimates of the impact

of early urban development on subsequent patterns of economic growth are robust to substantively

large violations of the assumption of exogeneity conditional on observable covariates.9 Second, we

employ an instrumental variables approach where we exploit random climatic shocks to the ability

of some areas to grow cereals as a cause of urban growth that arguably had no direct effect on our

variable of interest in later periods.

The list of our controls includes, in the first place, the rain-fed suitability to produce agricul-

tural output. This variable, which measures the capacity for a given piece of territory to produce

agricultural output without extensive irrigation, is derived from the FAO’s GAEZ combined land

suitability dataset (FAO 2000). In the second place, we control for how mountainous an area is

using the spatial data on terrain ruggedness collected by Shaver, Carter and Shawa (2013). Third,

since the ability to trade may have affected both the development of cities and our outcomes of

interest, we account for access to trade routes by controlling for river density, distance to coasts,

and the total length of coastline. Fourth, we include measures of latitude and longitude for the

centroid of each unit. Finally, we add unit fixed effects whenever we have repeated observations

over time allowing us to control for qualities specific to each territory and identifying any effects

through within-unit variation.

9For examples of recent empirical work in economics and political science using this method see Satyanath,
Voigtländer and Voth (2013), Alesina, Harnoss and Rapoport (2013), Laitin and Ramachandran (2014), and Cagé
and Rueda (2014)
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Our results rely upon the standard assumption that, conditional upon observable variables that

we control for, our independent variable of interest, urban density, is exogenous. We assess the

validity of this assumption with the test developed by Oster (2013). In order to place bounds

on the bias of a treatment effect estimate caused by the presence of unobservables, i.e., omitted

variables, this method uses information from changes in both point estimates and R2 values derived

from comparing the unconditional estimated impact of our main independent variable of interest,

early urban density, to this variable’s estimated effect after conditioning on all other observable

covariates. The procedure allows us to evaluate the degree to which unobservable factors are likely

to bias our results. Oster (2013) considers to be robust those results that survive the presence of

hypothetical unobservables explaining variation in the outcome of interest equal to 1.3 times the

R2 associated with the regression containing the full set of observed controls.10 As we detail later,

all of our results relating the presence of early urban clusters to proto-industrial skills, future urban

density, and future incomes survive at or beyond this level.

Second, recognizing the presence of cities were contingent upon the capacity to feed large pop-

ulations, we also employ an instrumental variable approach where we use climatic perturbations in

the capacity of some places to produce cereals like wheat. We do this for two reasons. First, the Eu-

ropean diet of the premodern era was centered around the consumption of complex carbohydrates

derived from cereals across all social classes (Lopez 1976, Duby, Clarke and Becker 1974). Second,

the ability to grow cereals has been directly linked to the support of large populations. Cereals

like wheat, unlike other plants, are most capable of feeding large populations with minimal effort

because they are extremely fast growing, high in calories from carbohydrates, and have extremely

high yields per hectare (Diamond 1997). Moreover, unlike other crops, cereals can be stored for

long periods of time enabling communities to smooth consumption over extended periods.

In order to use agricultural suitability (measured as deviation from optimal temperature) as

an instrumental variable for urban population, several assumptions must be met. First, deviations

from this temperature must be a strong encouragement of urban growth. Throughout, these shocks

10Oster (2013) finds that 90% of a random sample of randomized control trials (N=65) published in the American
Economic Review, Journal of Political Economy, Quarterly Journal of Economics, Econometrica and American
Economic Journal: Applied Economics would survive this threshold.
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prove to satisfy all tests against weak instrumentation. Second, the instrument should meet the

requirement of being randomly assigned: we understand it does since, at least until the 19th century,

there was no direct human effect on climate. Finally, our instrument must satisfy the exclusion

restriction: climate shocks to the ability to sustain large populations in period t should have no

effect on political or economic outcomes like the development of proto-industry or parliaments

in period t+1 other than through its effect on urban populations at time. Using the sensitivity

analysis proposed by Conley, Hansen and Rossi (2012), we show that it would take a substantively

large violation of the exclusion restriction to nullify the causal interpretation of our findings. We

report Oster’s sensitivity analysis estimates in the main text and then present results from the

instrumental variables strategy in appendix A.

3 Endogenous Growth and the Persistence of Initial Advantages

3.1 Economic Development

Figure 2 plots the bivariate relationship between total urban population in each geographical quad-

rant in 1200 and 1500 and total urban population at a later time. It also reports bivariate regressions

looking at the relationship between urban population in 1200, 1500 and 1800. The units of analysis

are 225km-by-225km quadrants. Urban population is defined as population living in cities of 1,000

inhabitants or more. Figure 2 shows that there is a strong, persistent, and statistically significant

relationship between early urban densities in 1200 and later urban densities in 1500 and 1800, re-

spectively. For every thousand individuals living on a 225 km × 225 km grid in 1200, approximately

four times this number are expected to be living there six centuries later, implying a century on

century effect of approximately 1.26. This effect is smaller in the first half of the series than in

the second. Total urban population on a given unit increased 1.7 times between 1200 and 1500

and then approximately 2.3 times in the following three centuries. This differential rate of growth

suggests a widening gap between early and laggard urbanizers.

Since we have data covering more than three points in time we can exploit the full series to

estimate the dynamic effect of past urban population (both from the immediately preceding century
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as well as from more distant times). Accordingly, we begin by estimating autoregressive models of

the following form:

µi,t = α+ φt−1µi,t−1 + φt−2µi,t−2 + ...+ φt−kµi,t−k + δt + ηi + εit (1)

Where µit is a measure of urban population - its total or its logged value - on a given geographical

unit i in period t, ηi is a country-specific effect, δt is a period-specific constant, and εit is an error

term. The unit-specific effect ηi captures the existence of other determinants of a geographical unit’s

steady state. The period-specific effects, δt, capture common shocks affecting urban populations

across the continent such as the plague of the 14th century.

Table 1 reports estimates of φ.11 We present models that include one, two and three lags

sequentially. Columns 1 through 3 present pooled OLS estimates not accounting for unit specific

heterogeneity. Since, as shown by Nickell (1981), estimating equation 1 in a standard fixed effects

framework will yield biased parameter estimates, we follow a now conventional approach and report

in Columns 4 to 6 a system GMM estimator to consistently and efficiently identify equation 1

(Arellano and Bond 1991, Arellano and Bover 1995, Blundell and Bond 1998).12 The estimates of

φt−1 in the first six columns of of Table 1 are close to one, indicating that the panel has a unit-root

and that the data generating process contains an exploding trend across time. Recognizing this, in

Columns 7-12 we conduct the same exercise, estimating the same set of models but with the data

log-transformed. Once this transformation is taken into account, all estimates of φt−1 fall between

-1 and 1. However, when second order lags are included, the sum of their coefficients, φt−1 + φt−2,

either exceed the bounds of stationarity or come very close to doing so.13

In order to further evaluate if the time-series component of urban population, either in logs or

levels, is non-stationary, we conduct two unit-root tests, the results of which are presented in the

lower panel of Table 1. The first, proposed by Breitung (2000), takes as the null hypothesis that

all panels contain unit-roots: using it, we are unable to reject the null that geographical units in all

11Note that our estimating equation is equivalent to the following model of growth ∆µit = α+λµi,t−1 +δt +ηi +εit,
where 1 + λ = φt−1.

12For an example of this approach applied to growth outcomes see Caselli, Esquivel and Lefort (1996).
13Table A10 in Appendix A shows these results to the use of urban population density derived from the HYDE

project.
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panels have a unit root. The second test, developed by Hadri (2000), takes as the null hypothesis

that all panels are stationary. In this case we can reject the null hypothesis that all panels are

stationary with a high degree of confidence. In short, both tests suggest that the development of

urban population was a non-stationary process.

From a substantive point of view, those results indicate that very early differences in urban

population had a persistent effect on present outcomes greater than those in later periods. In other

words, the“great divergence“ between the European core and its peripheries cannot be pinned down

to a structural break (at a given point in time) but was rather the result of a slow and continuous

effect of early advantages: those places that urbanized early in time continued to be so, growing

faster than places that were not urbanized early on due, again, to the persistent and cumulative

effects of past advantages.14

To give a sense of the magnitude of that divergence, Figure 3 plots the estimated difference

in logged urban population between three areas from 1200 until 1800 that had an initial urban

population of 1,000, 12,000 and 24,000 respectively. The 23,000 difference between the two extreme

values represents approximately one standard deviation for the year 1200. This figure is derived

from the dynamic system GMM estimates of Model 1 (reported in Table 1), employing the coefficient

on the lagged value to obtain an estimate for each period and then taking the difference of these

estimates.15 Figure 3 makes apparent that an initial advantage has a cumulative effect over time.

Whereas in 1200 the maximum difference was of 23,000 individuals, six hundred years later the

estimated difference is predicted to become about 470,000.16

14To see this, take as an example a non-stationary AR(1) process where µit = φµit−1 + εit. Iteratively substituting
in for the lagged value yields

µit = εit + φεit−1 + φ2εit−2 + ...+ φkεit−k.... (2)

Since the series is non-stationary,φ > 1, it implies that temporally distant shocks have a greater effect on the present
than those which are closer in time. In simple terms, the effect of the past is not only persistent but compounding.

15Because the first and second lags are needed to simulate this model, we add the mean increase between 1200
and 1300 of seven thousand to each of these values. For the subsequent five periods we simulate the predicted urban
populations using the estimates from this model.

16This divergence also fits with recent evidence documenting a process of divergence in living standards between
northwest Europe and eastern and southern Europe since the Middle Ages (Allen 2001).
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3.2 From Urbanization to Per Capita Income

Because urbanization is only a proxy for development we proceed now to regress per capita income

in 1870 and 1900, that is, at height of the industrial revolution, on urban density in 1800 (i.e.,

right before the process of takeoff occurred). The unit of analysis is the current NUTS-2 region (as

defined by the European Union). The data covers eleven countries of western and central Europe.17

Results are reported in the upper panel of Table 2.

The relationship is both statistically significant and strong from a substantive point of view.

Taking the model from the first column of Table 2 and manipulating urban density across its

interquartile range, we get predicted incomes of $1,714 and $2,213 in 1870. These are extremely close

to the true interquartile values of income per capita in 1870 of $1,312 and $2,429. These results are

robust to the log-transformation of income, the inclusion of country fixed effects, and the addition

of geographic controls. Moreover, a sensitivity analysis (following the procedure proposed by Oster

(2013)) indicates that these results are, indeed, robust to the presence of unobservable factors.

Across specifications the magnitude of relationship between urban density in 1800 and incomes in

the 1870 and 1900 is roughly unchanged at her proposed “rule-of thumb“ level of significance.

The relationship between urban density in 1800 and income per capita persisted into the 20th

century. The lower panel of Table 2 now treats per capita income for all NUTS-2 regions in 2008

as the outcome and shows a positive and statistically significant relationship with urban density in

1800. Again, the size of the point estimate is substantial - a one hundred percent change in urban

density in 1800 is predicted to yield between a $2583 and $3060 increase in per capita income in

2008. To make the results directly comparable to the analysis for the 19th century, columns 7

through 12 in the lower panel exclude regions not employed in the upper panel. The results remain

qualitatively unchanged. When we conduct Oster (2013)’s sensitivity analysis, across specification,

the relationship between urban density in 1800 and incomes in the 19th century and early 20th

centuries is robust to the presence of unobservables.

To sum up our results so far, very early random shocks to levels of early urban development

explain later differences in urban density across Europe. Moreover, the growth of cities before

17The United Kingdom, France, Germany, Spain, Austria, Italy, Sweden, the Netherlands, Denmark, Switzerland,
and Belgium.
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the industrialization revolution was a non-stationary process where very early differences across

location compounded upon each other, leading to the wide divergence in urban density observed

in 1800. Finally, those differences in urban density just prior to the industrial revolution were

correlated with both late 19th- and early 20th-century incomes.

4 The Backbone of Endogenous Growth: The Emergence of a
Proto-Industrial Core

After modeling the structure of urban and economic development in Europe over time, we examine

the claim that economic growth was ultimately a function of technological innovation, embodied in

a class or sector of society, namely artisans and craftsmen, who invested in either the generation of

new technologies or the incremental transformation of existing techniques.

To measure that process, we employ our data on the existence of protoindustrial centers, which,

as Figures 4 and 5 make apparent, matched the distribution of European urban population. We

model that process in two steps. Table 3 regresses the number of textile or metallurgic centers

in each geographical quadrant between 1200 and 1500 on level of urban population on the same

unit in the year 1200. Next, Table 4 examines the effect of having a proto-industrial center in the

Middle Ages on urban growth after 1500 (controlling for past levels of urban density).

Table 3 reports estimates treating the number of textile (columns 1-4) and iron centers (columns

5-8) separately as the outcome and then taking the sum of both types of protoindustry as the

outcome (columns 9-12). The unit of observation is the geographical quadrant. Employing OLS

(the first two columns for each dependent variable) and negative binomial estimates (the last

two columns), across specifications early urban density is positively associated with the presence

of proto-industry. Moreover, the magnitude of this relationship is substantively large: the OLS

estimates indicate that a one-hundred percent change in urban population in the year 1200 would

result in between .28 and .45 of a new industrial center. Our findings survive the inclusion of the

full set of controls and are robust well beyond rule-of-thumb levels of significance proposed in Oster

(2013)’s method for detecting bias based on the presence of confounding unobservables.18

18In Table A9 in Appendix A we also show that these results are robust to successive changes in the specification
of the independent variable, dichotomizing urban population to be above towns larger than 5,000, 10,000 and 20,000
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In Appendix A we provide further evidence that the relationship between early urban density

and the development of proto-industrial skills is causal (Table A2). There, we exploit climatic

shocks in the ability to feed large populations in order to identify this effect in an instrumental

variables framework. The 2SLS estimates are larger, indicating a .85 predicted increase (in total

proto-industry centers) following a 100% change in initial urban population. Again, we assess the

robustness of these instrumental variables estimates by conducting the sensitivity analysis proposed

by Conley, Hansen and Rossi (2012). Using the more conservative union-of-confidence-intervals

approach, we find that there would need to be a substantively large direct effect of our instrument

(between 76% and 81% the magnitude of each of our estimated effects) to violate the exclusion

restriction and make our results statistically insignificant.

Table 4 turns to assess the impact of proto-industrial centers (in place before 1500) on urban

density in 1500 controlling for the effect of urban density in 1200. In Table 4 we regress urban

population in 1500 on the number of proto-industrial centers in a particular unit. The relation-

ship between proto-industrial activity (measured through number of proto-industrial centers in a

particular unit before 1500) and urban density in 1500 is positive and statistically significant. The

introduction of a full set of geographical controls (in the odd columns) does not substantively alter

the relationship between the presence of these skills and density in 1500 even though it reduces the

magnitude of the independent effect of proto-industry in some cases.

Measuring the outcome in logs, the addition of a single center of proto-industrial activity is

estimated to be between over one quarter and about one half of the magnitude associated with

past urban development. For example, depending on the set of controls included, the addition of a

single industrial center before 1500 is estimated to yield between a 14% and 39% increase in urban

density in 1500. In comparison, the effect of a one-hundred percent change in urban population in

1200 is predicted to yield between a 44% and 65% change over the same period (Columns 11 and

12).

The results of Table 4 can be interpreted as corroborating endogenous growth theories (Romer

inhabitants as well as to the dichotomization of the independent variable into similarly categorized binary treatments.
Furthermore, in Table A13 we present results including a set of dummies for the ethnolinguistic characteristics of
groups present on each grid-square.
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1990) as well as geographic concentration models that emphasize increasing return-to-scale and

positive externalities derived from the agglomeration of individuals, (Krugman 1991). Urban or

economic clusters fostered an endogenous process of economic specialization and technological in-

novation embodied in a network of proto-industrial centers (with a specialized artisanal class).

Moreover, those regions that, having an initial advantage in their biogeographical endowments, ur-

banized and specialized in some proto-manufacturing sectors, experienced ever-faster growth rates

than the rest.

5 Urban Development and Political Institutions

Were parliaments, i.e. institutions imposing checks and balances on rulers, related to development?

And if so, in what ways? Did they lead to the development of commercial groups and cause economic

growth or did they just reflect the economic needs of and distribution of power across social groups -

typically urban, commercial, elites versus landed interests? We answer this question in three steps.

First, we estimate the impact of urban growth on parliamentary life, exploiting century on century

within-unit changes in urban population to assess how changes in urban density were related with

the frequency of parliamentary meetings. Second, we take a similar approach and estimate the

relationship between past parliamentary meetings and future urban development. Third, as in

our earlier analysis in Section 3, we show that the initial conditions of urban development were

systematically and positively correlated with future parliamentary meeting frequency. Throughout

this section the units of analysis are sovereign and semi-sovereign territories.

The first four columns of Table 5 provide estimates of the impact of urban development on

future parliamentary constraints. Column 1 reports pooled OLS estimates, regressing our index of

parliamentary institutions (the fraction of years with parliamentary meetings in a given century) on

the logged value of urban density (total urban population divided by square kilometers of a given

political unit) measured at the beginning of the century. In Column 2 we introduce region and year

fixed effects and the result remains substantively unchanged.19 These models, where we are making

19We define the following regions: The British Islands, Galliae (contemporary France and historical Burgundy),
The Holy Roman Empire, Eastern Europe, Scandinavia, Iberia, and Italy.
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comparisons across the entire pooled sample, demonstrate a statistically significant and positive

relationship. However, when we successively introduce political unit (“country“) fixed effects (e.g.,

fixed effects for each sovereign or semi-sovereign state) and year fixed effects in Columns 3 and 4, the

relationship between urban growth and the frequency of future parliamentary meetings disappears.

The next five columns evaluate institutionalist theories of growth by regressing urban density

on the frequency of parliamentary meetings (conditional on lagged urban density) for all states

between 1200 and 1800.20 Columns 5 to 7 report pooled OLS estimates. Column 5 reports the

unconditional relationship between urban density and past parliamentary life, showing a positive

and statistically effect of the latter on urban development. This effect remains nearly identical

after including region and year effects (Column 6). However, once we control for past levels of

urban density (Column 7), the magnitude of the estimate falls by over two-thirds. After including

political unit fixed effects (Column 8), i.e. after identifying the relationship between city growth

and parliamentary institutions from within political unit changes, the relationship becomes negative

and statistically significant. Finally, the effect becomes null with time fixed effects (Column 9) and

this null result persists after controlling for past value of urban density as well as unit and time

effects (Column 10). In short, parliamentary constraints had a negative or null effect on urban

growth.

Table 6 digs deeper into the causes of the robust cross-sectional relationship but null within-unit

relationship obtained in Table 5. It turns out that initial economic conditions (urban density in

1200) are a consistently strong predictor of parliamentary meeting frequency (in each century) even

after controlling for overall changes in urban population across each period. We control for those

changes in two ways: Columns 1 through 5 only include the change over the entire interval between

the initial period and the period of observation; Columns 6 through 9 control for urban density

change in all previous centuries. Urban growth does not enter significantly into the regressions in

columns 1 through 5 except for urban density change during the fourteenth century. When we

include all the lagged values of urban density change, urban growth has a cyclical relationship with

parliamentary growth: higher urban growth is associated with more parliamentary meetings in the

20In Appendix A we replicate all of our results treating the log of the parliamentary meeting index as the outcome
(Table A6) and as the independent variable (Table A7). Our results remain substantively unchanged.
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five-, three-, and one-century differences and with stronger parliaments in four- and two-century

century differences.

In short, when we consider the findings of Tables 5 and 6 together, it becomes clear that

initial conditions shaped the distribution of parliamentary institutions in the medium run. That

result parallels the results obtained in Table 1, according to which the initial patterns of urban

development in 1200 determined the subsequent path of urban growth across Europe until 1800

(and beyond). It also explains the null estimated impact of within unit changes in urban density

on parliamentary frequency in Table 5. In other words, the rise and persistence of institutions was

embedded within the general process of endogenous growth that started around the 12th and 13th

centuries.

6 Trade

Easy access to transportation means, such as the sea, has been associated with the rise of trade,

the expansion of urban life, and growth (Bairoch 1988, Tracy 1990, Jones 1991, Braudel 1995).

Within this general interpretation of the effects of geography on the economy, several authors link

the rise of incomes in the European northwest to the rise of the Atlantic trade (and the closing

of Mediterranean routes after the fall of Constantinople) (Davis 1973, Acemoglu, Johnson and

Robinson (2004)).

To examine the effect of having access to both the Atlantic and the Mediterranean, we estimate

the following model:

µit = α+
T∑
t

βt(δt × Atlantici) +

T∑
t

γt(δt × Mediterraneani) + ηi + δt + εit (3)

where µit is the total urban population living on grid square i in period t, ηi is an individual fixed

effect, δt is a set of time effects, and εit an error term. The parameters βt and γt capture the time

varying effect of access to the Atlantic and Mediterranean seas respectively, in interaction with the

set of time dummies, δt.

We operationalize access to the sea in two ways: as a dummy for whether or not a given grid-
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square contains Atlantic coast (where Atlantic coast is defined following Acemoglu et al. (2004))

or the Mediterranean coast; and employing distance in kilometers from the geometrical center of

the quadrant to the coast. To compare the change in urban growth associated with Mediterranean

versus Atlantic coasts, we test the restriction that Atlantic-exposed units grew at the same rate as

those on the Mediterranean for each period (βt − γt = 0). Results are presented in the top panel

of Table 7. While access to both the Atlantic and Mediterranean were associated with increases in

urban population, we cannot reject the null that the access to the Mediterranean gave the same

advantage as access to the Atlantic for any period.

The bottom panel of Table 7 examines the impact of having access to the Atlantic conditioned

by level of urban density. The estimation includes a lagged dependent variable and allows the

effect of the Atlantic to vary by period. In the specification that employs a dichotomous measure

of access, the relationship is negative for 1300 and statistically insignificant for the years 1400 to

1700. It only becomes positive and statistically significant for 1800. When we use distance to the

Atlantic as our measure of access, territories closer to the Atlantic were, on average, less developed

than those far away.

Moving beyond a standard story stressing the unconditional effect of trade access on growth,

Acemoglu et al. (2004) claim that the rise of Western Europe after 1500 can be traced back to

the combination of constraining political institutions, e.g. parliaments, and access to the Atlantic

trade. We revisit their analysis here using our political unit time-varying measures of parliamentary

constraints - instead of their time-invariant measure (for the year 1415) coded at a much higher

level of spatial aggregation.

To begin, we follow Acemoglu et al. (2004) in estimating the following baseline model:

µit = αi +

T∑
t≥1500

β1t × δt × Atlantici + β2t × δt × Atlantici × P-Indexit−1

+

T∑
t≥1500

γt × δt × W. Europei + δt + θ × P-Indexit−1 + εit

(4)

where β1t captures the effect of access to the Atlantic in period t, β2t captures how this effect

varies with the frequency of parliamentary constraints, θ captures the direct effect of parliamentary

22



constraints, and δt are a set of time dummies. As in Acemoglu et al. (2004) we estimate these

parameters after having controlled for the broader trend of urban growth in Western Europe, given

by the parameters γt, and unit fixed effects, αi. Our unit of observation is political unit as defined

in each century.

Table 8 presents our results. In Columns 1 through 4 we use a dichotomous, time invariant,

measure of potential for Atlantic trade. Column 1 reproduces the main result of Acemoglu et al.

(2004) and confirms that, after the 17th century, access to the Atlantic was positively associated

with changes in urban development. However, in Column 2, where we condition on the previous

century’s level of urban density, the relationship between access to the Atlantic and urban growth

is null except for 1800 or 300 years after the discovery of the New World. The next two columns

estimate the interactive relationship between access to the Atlantic and the existence of parliamen-

tary constraints. Column 3 interacts our measure of parliamentary constraint with the Atlantic

trade access dummy. Column 4 interacts the parliamentary constraint measure with the full set

of Atlantic access and post 15th-century time dummies. In both models there is no evidence of a

statistically significant relationship between parliaments, trade, and growth.

In Columns 5 through 9 of Table 8, we use Acemoglu et al. (2004)’s second measure of potential

for Atlantic trade: the ratio of Atlantic coast-line to the total area of the state. However, instead

of using the boundaries of 20th century states to measure access to the Atlantic, we measure the

ratio contemporaneously with urban density and parliamentary constraints, which gives us a time-

varying measure of coast access. Because of this we can include it directly as a covariate instead

of only estimating changes in its century-on-century effect via interactions with a series of time

dummies, yielding the total effect of access to the Atlantic across time rather than just how access

to the Atlantic changed across time.

Column 5 estimates the average effect across time, finding a statistically significant relationship

between Atlantic access and urban growth. The next two columns repeat the same exercise as in

columns 1 and 2, estimating the effect of access to the Atlantic across time. The time varying

components are each statistically significant but the direct effect is null when we condition on past

values of urban population. The last two columns, which report the interactive effect of access
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to the Atlantic and parliaments, find no significant relationship between them and urban density.

To sum up, while the time varying effect of the Atlantic trade as estimated by Acemoglu et al.

(2004) is significant and positive, the total effect of access to the Atlantic, which in their models is

absorbed by unit-fixed effects, is indistinguishable from zero across time periods when we control

for past levels of urban density. Moreover, there is no positive interaction of Atlantic trade and

institutional set-up on growth.

7 Conclusion

Around the year 1,000 Europe was an economic and political backwater. The last Carolingian

attempt at unifying the continent had collapsed not long ago, leaving a myriad of small political

units. The economy was strictly agrarian, segmented in local, autarkic markets. Urban centers

were small and far apart from each other. Excluding those cities under Arab or Byzantine control

in the Mediterranean, the largest towns were Rome with 35,000 inhabitants and London and Laon

(in France) with 25,000 people. Less than four hundred years later, however, areas such as Italy

and the Low Countries had a flourishing urban economy. By 1850, the industrial revolution was

under course in northwestern Europe.

Employing fine-grained geographic, economic and political data covering 700 years of history

we show, in the first place, that the long-run rise of the core of Europe conformed to an endogenous

economic and institutional developmental process. After political conditions stabilized around

the turn of the millennium, the introduction of new techniques such as the heavy plow and the

three-field rotation led to larger crop yields in those regions endowed with rich soils and suitable

climate conditions. Those areas with a substantial cereal surplus sustained a growing non-farming

population that joined in urban agglomerations and that specialized in a variety of artisanal and

proto-industrial activities. In turn, those urban clusters made up of traders and artisans fostered

an incremental process of technological innovation and of capital accumulation.

Besides accounting for the very strong historical continuities in urban life across the continent

from 1200 till today, these processes also explain why, in line with a growth model with increasing

returns to scale and positive intra-sectoral externalities, urban growth exhibited a divergent pattern
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across the continent. Cities that were relatively larger at the beginning of the period kept adding

population at a faster rate than smaller towns such that, by the end of modern era, Europe had a

highly urbanized core extending from Barcelona-Lyon-Naples in the south to Liverpool-Manchester

in the northwest and Hamburg-Dresden-Prague in the east. Urban densities remained much lower,

instead, in its western and eastern peripheries.

That process of urban agglomeration and growth, strongly correlated with the formation of

protoindustrial centers, appears to be at the roots of the modern industrial breakthrough. European

artisans were the only individuals who had the kind of “useful” or technical knowledge (or, in the

terms of Mokyr (2004), λ-knowledge) needed to take advantage of the new general knowledge

generated by the scientific revolution of the 17th and the 18th centuries and to apply the latter

to the production process. In other words, knowledge of the principles of Newtonian physics and

Lavoisier’s chemistry could travel quickly from Lisbon to Moscow and Athens. But their profitable

application was only possible in those areas which had a proto-industrial tradition. Indeed, urban

life and the distribution of proto-industries in medieval and early modern Europe predict cross-

regional variation in per capita income in the late 19th century and at the turn of the 21st century

quite strongly. By contrast, proximity to energy sources and access to the Atlantic did not seem to

play any significant role in the rise of northwestern Europe.

Parliamentary institutions and pluralistic governance structures followed the expansion of urban

life but, contrary to current institutionalist theories, which make them “fundamental determinants”

of development (North and Weingast 1989; Acemoglu, Gallego and Robinson 2014), played a sec-

ondary causal role (either alone or in interaction with access to the Atlantic trade) in fostering

economic growth across the continent. Political institutions seemed to be endogenous to the struc-

ture of economic and commercial life. They emerged and remained in place in those areas that had

a sufficiently wealthy and cohesive class of “burghers” that could block the landed and monarchical

elites and sustain the process of endogenous growth that eventually led to the industrial revolution.

The wealth and population of Italian and Flemish towns allowed them to defeat their ecclesiastical

or feudal lords over the 12th and 13th centuries (Weber 1968, Pirenne 1969, Najemy 2006). Like-

wise, parliamentary institutions only persisted in place in modern Europe in those proto-capitalist
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enclaves where a wealthy urban class had the means to oppose absolutism. Dutch cities joined in a

military league and then a republic that eventually defeated Spain. In England the parliamentary

forces and the pro-trade party won over the royal forces in 1640 and again in 1688. As Pincus

(2009) writes in his landmark study of the Glorious Revolution, England in the second half of the

17th century was already becoming a modern society with a booming economy, growing cities and

expanding trade. Inspired by the Dutch example, the opponents of James II supported the principle

of limited government, rejected James II’s political-economic program based on land interests at

home and territorial acquisition abroad and embraced urban culture, manufacturing and economic

imperialism - understood as - commercial hegemony (ibid, 484). It was that unbroken economic

dynamism that at some point brought Britain into the doorstep of the Industrial Revolution. And

it was all the reservoir of artisanal know-how in the rest of the core of Europe that allowed it to

take advantage of the British breakthrough.
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Figure 2: Bivariate relationship between urban population and future urban population across time.
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Coast Access and Urban Development Before the Industrial Revolution

Effect of By Century

1300 1400 1500 1600 1700 1800

Atlantic Coast 10.71∗∗ 11.50 23.05∗∗∗ 41.59∗∗∗ 67.39∗∗∗ 138.00∗∗∗

(3.90) (5.91) (8.30) (13.10) (24.66) (38.34)

Mediterranean Coast 22.88∗∗∗ 7.19 14.96∗∗∗ 47.70∗∗∗ 44.01∗∗∗ 100.85∗∗∗

(7.61) (5.86) (7.54) (13.81) (13.68) (23.34)

p value from F test .16 .61 .48 .74 .42 .67
H0 Mediterranean = Atlantic

R2: .18 N: 444 T: 7

Distance to Atlantic Coast -.35∗∗∗ -.32∗∗∗ -.62∗∗∗ -.91∗∗∗ -1.44∗∗∗ -3.14∗∗∗

(0.08) (0.10) (0.10) (0.21) (0.38) (0.63)

Distance to Mediterranean Coast -.45∗∗∗ -.20∗∗∗ -.41∗∗∗ -1.03∗∗∗ -.96 ∗∗∗ -2.07∗∗∗

(0.11) (0.09) (0.12) (0.23) (0.24) (0.46)

p value from F test .48 .44 .30 .74 .37 .26
H0 Mediterranean = Atlantic

R2: .20 N: 444 T: 7

Urban Populationit−1 1.25∗∗∗

(0.09)
Atlantic Coast -15.05∗∗ .74 5.71 6.05 46.71∗∗∗

m2: .88 (6.71) (5.23) (6.51) (7.44) (16.11)
N: 444 T: 6

Urban Populationit−1 1.37∗∗∗

(15.47)
Distance to Atlantic Coast .76∗∗∗ .51∗∗∗ .68∗∗∗ 1.23∗∗∗ .21∗∗∗

m2: .86 (0.15) (0.09) (0.11) (0.15) (0.03)
N: 444 T: 6

Table 7: The top panel presents results comparing access to the Atlantic to access to the Mediter-
ranean. The lower panel estimates the relationship between access to the Atlantic and urban
population after controlling for past values of urban population. All models contain unit and time
fixed effects. When the lagged dependent variable is included we use a system GMM estimator.
Heteroskedasticty robust standard errors in parentheses. The unit of analysis is the 225 km × 225
km grid square.



The Effect of Atlantic Trade and Parliamentary Activity on Urban Density

Atlantic Potential: Dummy Atlantic Potential: Atlantic Coast/Area

Atlantic Potential 17.283∗∗∗ 12.837∗∗∗ 164.371 13.777∗∗∗ 11.660∗∗∗

(1.08) (1.43) (106.81) (2.08) (3.28)

log(Urban Density)t−1 0.318∗∗ -0.038
(0.14) (0.17)

Atlantic Potential × 1500 0.152 0.142 0.077 0.071 3.300∗∗∗ 2.581∗∗ 1.745∗ 3.077∗∗

(0.11) (0.11) (0.10) (0.12) (0.70) (1.25) (0.98) (1.47)

Atlantic Potential × 1600 0.183 0.163 0.103 0.085 4.653∗∗∗ 3.680∗∗ 2.702∗ 3.123

(0.14) (0.14) (0.12) (0.18) (1.06) (1.53) (1.49) (4.25)

Atlantic Potential × 1700 0.291∗ 0.092 0.222 -0.102 4.530∗∗∗ 3.767∗∗ 2.673 -0.519

(0.16) (0.16) (0.16) (0.25) (1.29) (1.66) (1.67) (2.78)

Atlantic Potential × 1800 0.319∗∗ 0.186 0.267 0.282 4.973∗∗∗ 4.771∗∗∗ 3.439∗∗ 7.828∗∗∗

(0.15) (0.16) (0.14) (0.19) (1.29) (1.66) (1.67) (2.78)

P-Indext−1 -0.159 -0.252 -0.158 -0.261∗

(0.12) (0.16) (0.11) (0.15)

P-Indext−1 × 1500 0.147 0.153

(0.17) (0.16)

P-Indext−1 × 1600 0.222 0.216

(0.16) (0.15)

P-Indext−1 × 1700 -0.085 -0.040

(0.17) (0.16)

P-Indext−1 × 1800 0.332 0.350∗∗

(0.18) (0.17)

Atlantic Potential × P-Indext−1 0.285 0.003 2.228 3.098

(0.33) (0.38) (2.23) (2.26)

P-Indext−1 × Atlantic Potential × 1500 0.024 -2.306

(0.25) (2.05)

P-Indext−1 × Atlantic Potential × 1600 0.022 -1.232

(0.31) (4.53)

P-Indext−1 × Atlantic Potential × 1700 0.650 3.294

(0.38) (8.16)

P-Indext−1 × Atlantic Potential × 1800 -0.101 -6.934

(0.35) (3.94)

N 2106 1793 1793 1793 2106 2106 1793 1793 1793
R2 0.182 0.144 0.150 0.181 0.186 0.147 0.153

m2 · 0.04 · · · · 0.16 · ·

Table 8: This table estimates the relationship between access to the Atlantic and urban develop-
ment as well as the interactive effect between Atlantic access and the existence of parliamentary
constraints on the same outcome. The unit is the polity. Heteroskedasticty robust standard errors
in parentheses. When the lagged dependent variable is included we use the system GMM estimator.


