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Abstract: This paper advances efforts to explicate and improve inference in qualitative research
that iterates between theory development, data collection, and data analysis, rather than
proceeding linearly from hypothesizing to testing. We drawherstiool of Bayesian
Oprobability as extended logit@n the physical scienceshere probabilities represent rational
degrees of belief in propositions giviemited information,to provide a solidoundationfor
iterative research that has been lackindnaqualitative methodbterature. We argue that
mechamsms for distinguishing exploratofyom confirmatory stages of analyslsat have been
suggested in the context of APSAQOs transparency initiative are unnecesgaajitidive
research that iguided by logical Bayesianispbecause new evidence has no special status
relative to old evidence for testing hypotheses within this inferential framevBayesian
probability not onlyfits naturally withhow we intuitivelymove back and forth between thgor
and databut also provides a framework for rational reasoning that mitigates confirrb&sn
and adhoc hypothesizin§ two common problems associated with iterative reseavidreover,
logical Bayesianism facilitates scrutirgf findingsby the acaédmic community for signs of
sloppy or motivated reasoning. We illustrate these points with an application to recent
gualitative research on state building.
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1. Introduction

In the contexbf thereplicability crisis APSAO$ransparencynitiative, andsurrounding
debategwww.dartstatement.orgvww.qualtd.net) scholardhave soughto revalue, explicate,
and improve inference in qualitative research that prodeettsinherently iterative manner,
where prior knowledge informs hypotheses and data gaghstrategies, evidence inspires new
or refined hypotheses along the way, and thecerisinualfeedback between theory adata®
Thisiterativestyle of researghwhich is common in process tracing and comparative historical
analysisdivergesfrom prevailing norms that mandatéearly differentiating and sequencing
theory-building (exploratory,inductive andtheorytesting(confirmatory,deductivé stages of
research Theorytesting requires new data that diok contribute to inspiringypothesesand
any deviatims from a specifiedesearch design should be repoited.,Humphreys et al.
2013:1,Monogan 2015) Furthermoretheory testings generally granted higher status (Bowers
et al. 2015:7, Lieberman 2016:1Q9&cobs 2017:)4

Advocatesf iterative qualitative research have suggested the key to enhancing its status
and improving inference lies in finding watgsconformto the norms of differentiating
explorationfrom confirmationandtestingtheory with new evidenceScholars have caltkfor
greater transparen@pout analytical sequencing (Yom 2015:11, BYthe and Jacobs 2015:55) and
advocate various mechanisms for keeping track of when a hypothesis was devised relative to
specific stages of data collection, including-pegistration (Bavers et al. 201,5]Jacobs 201)7or
maintaininglogs that timestamp data as OusedO or OunusedO over the course of fieldwork and
analysis (Kapiszewski et al. 2015b). Meanwhile, the recentgoimmittee proposdbr a
political science registry from memisesf APSAOs Political Methodology, Qualitative and
Multi-Method Research, and Experimental Research sections asserts: OThe basic analytical
difference between induction and testing is as relevant to qualitative aralyscuantitative
...The clearestvaluation of explanatory or theoretical propositions derives from a new set of
observations, independent of those that inspired the propositions in the first place,O (Bowers et
al. 2015:15).Similar suggestions have been raidedngthe Qualitative Tansparency
Deliberations

This paper presents a different vietterative researcthat is grounded in Bayesian
probability. We draw on expositions @probability asxtended logicO from the physical
sciencegCox 1961, Jaynes 2003)vhere probabities represent rational degrees of belief in
propositions given the inevitably limited information we poss&ssm alogical Bayesian
persgective, prescriptions for separating thebuilding from theorytestingdrawon false
dichotomiesdbetweernld vs.new evidence andhductivevs. deductivereasoning Theory
testind\ understood in Bayesian terms as inference to best explanatianprobabilistic
reasonind)l takesall evidence into account, regardless of whether or not it was known to the
investigator athe time hypotheses were devisedw evidence has no special status relative to
old evidence Scientific inference invariably entails a Odialegith the data,O where we go
back and forth between theory development, daliaction, and data analysrsther than a
linear sequence from hypothesizing to testing.

2 |terative researchccursnot just in qualitative research, but thronghcomparative politics and political science
(Laitin 2013:44, Yom 2015, Kapiszewski et al. 2015:336, BYthe and Jacobs 2015:53, Lieberman 2016:1057).
® Lieberman notes an Ounspoken presumption that the best work ought to be confirmatory or a testrigan ex
specified hypothesis.O

* This approach can also be found in machine learning (MacKay 2003), econometrics (Zeller), and other fields.
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Our perspective highlights and aims to resolve an underlying tension in contemporary
efforts to understand and improve qualitative research. On the one hand, much of the best such
researchmplicitly and intuitively albeit not conscioushgpproximateshe logic of Bayesian
reasoning Onthe other hand, proposaldvocatingcrisp delineations between exploratory and
confirmatory researcare grounded in the frequésttinferential frameworkhat underpins most
largeN analysi® a framework thais inapplicable to smal casestudy analysis. Whereas
separating theorpuilding from theorytesting is imperative withifrequentismit is unnecessary
for Bayesian inference.

Accordingly, this papeaims to make two central contributions. First, we advance efforts
to revalue iterative research by elucidating its Bayesian foundatioriberethyproviding a
solid methodological basis that currentlylacking in thequalitative methodBterature. Second,
we explicate the safeguards Bayesianism provides against confirmation b&sheot
hypothesizing, whiclmakefirewalls betweertheory buildingandtheory testinginnecessary
We therefore argue that tinstampingand preregistration (binding onon-binding)arenot
useful tools in qualitative researekgardless of the practic@h)feasibility of these approaches
in particular research programs (e.g. analysis of existingrizistalata vs. generation ofiginal
data througlexpert interviews). We hope this paper wilhelp inform ongoing discussion among
multi-method and qualitative scholars thie nature of inference in castudy research, as well
as the relative costs aadalyticalbenefits of measures that have been suggested for imgrovi
research transparency, beyond advocating transparency for transparencyOs sake.

We begin by overviewing the trajectory of methodological thinking on iterative research
and situating our contribution within recent work on Bayesian process trangWe then
introduce the Ologica#pproach tBayesian probabilityq@). We clarify how thisramework
differsfrom the frequentist paradigrand we elucidate fundamental tenets of logical
Bayesianism that mitigatbe need fodistinctionsbetweerexplordaory andcorfirmatory
research.The key lies in recognizing that the terms OpriorO and Oposterior,O as applied to our
degree of belief in whether a proposition is true or false, are not temporal notions. Instead, they
are purely logical conceptbkat reer to whethewe have incorporated a given body of evidence
into our analysis via BayesO ru@ection 4 illustratethese points with aapplication tarecent
gualitative research astate building.

Section Sconsides potentialconcerns regarding oargumens that within a logical
Bayesian framework, there is no need to keep track of what the investigator knew when and that
OoldO evidence is just as good as OnewO evideassegsing rivalypothesesOur response
emphasizes th&ayesiarprobabilityin and of itselfprovides a framework for rational reasoning
in the face of uncertainty that simultaneously helps inoculate against cognitive biases and opens
analysis to scrutiny by other scholars for signs of such pitfalls. While there are no meeggc bul
for ensuringandsignalinghonestandunbiased assessments of evidengaactice, drawing on
Bayesian reasoning mocensciouslyin qualtativeresearchdiscussingival explanations more
explicitly, and openly addressing observations thataourter to oerall conclusions could help
further those goals.

> While we recognize that a wide range of epistemological views are debated within qualitative methods, we follow
Humphreys and Jacobs (2015:672), Bennett (2015:297), and Fairfield and Charman (2017) in espousing
Bayesianism as the most appropriatgic of inference and contending that to the extent narratged qualitative
research makes valid causal inferencasticitly follows Bayesian reasoning.
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2. Perspectives on Iterative Researdn Qualitative Social Science

Iterative research has a long traditiorsatial scienceClassicmethodological discussions
include Glaser and Strauss (¥9&nd Ragin (1997which emphasize jointly collecting and
analyzing data while developing and refining theory and conc&fatisthese authors largely
describe their goalstheory buildingnottheory testing or some combination thereof. Glaser
and Staus (1967:103for exampleremark that theory testing entails Omore rigorous approachesO
that Ocome later in tiseientific enterprise.O

Differentiatingbetween theory building and testing remains prevalent even in qualitative
methods literature thajuestions KKVOs (1994pplication ofstandards from larghl statistical
inference to case studies. Ragin (199@&xressly criticizes KKVOs (1994:22) assertion that
Owe should not make it [our theory] more restrictive without collecting new datattetastv
version of the theory,O but his response stops short of providing a methodological rationale; he
simply notes the infeasibility of KKVOs prescription: OWhen the number of relevant cases is
limited by the histodal record to a mere handfut.is simply not possible to collect a Onew
sampleO to OtestO each new theoretical clarification.O Brady and(@al@gdsundbreaking
volumestresses theontributionof inductive researcto theory innovation and note®for
gualitative researchers ghefinements of theory and hypotheses through the iterated analysis of
a given set of data is an essentimlearch tool,O (Collier, Seawright & MuratkL0:62). But in
emphasizing tradeoftsetween different objectiveh)e volume leavethe dichotomy bsveen
theory developmerandtheory testindargelyintact.

Similarly, contemporary processacing literature retains language that discriminates
between induction and deduction. Authors refentluctivevs. deductiveprocess tracing
(Bennett and Chakel 2015:78, Schimmelfennig 2015:101theorybuilding vs. theorytesting
process tracing (Beach and Pedersen 2013)siamtar variants (Mahoney 2015, Bowers et al.
2015:15). Even when acknowledging that process tracing in practice involves a complex
combination of both theory construction aadluation these modes are still treated as
analytically distinct (Mahoney 2015:2@P) and ideally sequential, where Oinductive discovery
is followed by deductive process tracingO using Oevidence indeperttantdfich gave rise to
the theory,O (Bennett and Checkel 2p48)°

The relationship between theory building and theory testing is receiving renewed attention
in the context of debates over transpareamy the crisis of replicabilityYomOs (2015:4)
valuable contribution seeks to elevate the status of disciplined Oinductive iterationO while
highlighting Qruly destructiv®practicedike Qlatamining, selective reporting, and ignoring
conflicting results.O Yet likerevious authorshe does not adillate a clear methodological
foundation for iterative researclyomOs (2015:11) emphasis on Otransparency in practice,O
which calls for scholars to report when they Ohad to reconceptualize a causal mechanism as new
information comes to light, ...tightentheoretical argument in light of how rival explanations
perform with the data, or rewrite a procéisging narrative due to an initial misunderstanding,O
essentially falls back on the linear research templategitigues in thatthe onlyrationale for
requiring such information about the temporal trajectory of the intellectual process lies in
standard prescriptions to test inductivelgpiredtheory with new evidencetherwise we are
promoting transparency purely for the sake of transparéigyle we agree that scholars should
be forthright whertonducting iterative research, we will argue that tlaeedew analytical
benefitsto reporing temporal details about how the research process unfolded.

®Van Evera (1997:48) offers a dissenting view.
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In reevaluatinghe relationship between theoryilding and theory testingve take
inspiration not only from the physical sciences but also fany work on Bayesian
undepinnings of casatudy researchMcKeown (1999)nstigated a pioneeringethodological
agenda by observing that KKVOs statisticaid-view is at odds with a logic of Ofolk
BayesianismO that governs case study research:

Researchers in the social sciences... are Ointeractive processors.O They move
back and forth between theory and data, rather than taking a single pass through
the dda. ...one can hardly make sense of such activity within the confines of a
classical theory of [frequentist] statistics. A [Bayesian] theory of probability
that treats it as a process involving the revision of prior beliefs is much more
consistent with etual practice.
Subsequent scholarsmpakes important strides towards explicitly applying Bayesian reasoning
in process tracing (Bennett 2015, Humphreys and J&éfilis Fairfield and Charm&91l7).
Yet this research has nget exploredhe implicatons of McKeownOs central observation about
movingback and forth between theory and ddtarmal treatments of Bayesian process tracing
have been ca#t a deductive, theortesting framinghat emphasizes prospective anticipations
about the evidence weight encounter, without elucidatinige importance of inferential
feedback anthe role played by induction in conjunction with retrospective analysis of data
actually obtained.

We build on McKeownOs insights by arguing that lo@eglesianism provies afirm
methodological foundation for iterative research. Inapephrasef astrophysicist Stephen
Gull, Bayesian analysinvolvesa Odialogue with the déiguoted in Sivia 2006)We draw
new insights through a continuous, iterative processaljyaimg data differently and/or more
deeply, revising and refining theosking new questionand deciding what kinds of additional
datato collect Inference is always provisional, in that theoaesrarely definitively refuted and
neverdefinitively confirmed\ they are constantigmended in light of new ideas and new data
Butin these inferential cyclege neveiOuse upO ahédw awayprevious informatioN
Bayesianism mandates learning from accumulated knowledge by virtue of the fact that all
probabilities must beonditionalprobabilities that take into account all known information
relevant to the question of interest. Confidence in one proposition depends on what else we
know and generally changes when we make new observalitiese is no neewithin logical
Bayesianism to temporalequence inductive and deductive stazfegasoning.BayesO rule
allows us to move back and forth fluidhgtween reasoning about the empirical implicatmins
hypothesesanddrawing inferences about possibleisas from observed effecennd Bayesian
probability allows us to assess the weight of evidence whether it was collected before or after
formulating hypotheses.

3. The Bayesian Logic of Iterative Research

We begin by reviewingonceptuatlistinctionsbetween Bayesianism and frequentigine,
dominant approach tguantitative inferencewhich often informs he qualitative research is
evaluated, ard introducing the logical school of Bayesianjsamich provides a prescription for
rational reasoningivenincomplete informatio@3.1). We thenbriefly reviewthe
mathematical framework of Bayesian infere(e®.2) Section3.3resolves the false
dichotomies of new vs. old evidence and deductive vs. inductive research by focusing on the
logicalN not temporall nature of OpriorO and OposteriorQ piitieabiSection 3.4liscuses
safeguards built into logical Bayesianism that leelgail confirmation bias andd-hoc
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hypothesizin§l two potential pitfalls often associatevith iterative research that underpin
conventionalguidelines hattheory building must be segregated from theory testing.

3.1 Bayesian Foundations

Frequentisntonceptualizeprobabilityas a limiting proportiomn an infinite series of
random trials or repeated experimenksr examplethe probability that a die shows 020 on a
given throw would be equated with tfraction of timest turns upO20 inreinfinite sequence of
throws. In this view, probabilityeflects a state afaturéN e.g a property of the diéair or
weighted)andthe throwing procesg¢random or rigged) In contrast, Bayesianism understands
probability as a degree of belieTwo individuals observing the same die migtionallyassign
different probabilities to the proposition Othe next throwprilduce 20 bas#on wratever
information they knowaboutthedie and throwing procedure

The Bayesiamotion ofprobability offers multiple advantagésnost centrallyit is much
closer to howpeopleintuitively reason irthe face of uncertaintyt can be applied to gn
proposition, including causal hypotheses, which woulddresensical from a frequentist
perspectiveit is well-suited for explaining unique events, working with a small number of cases,
and/or aalyzing limited amounts of datandinferences can be madising any relevant
information, aboverad beyond data generated frgtochastic process Thesefeatures make
Bayesianism especially appropriate for qualitative research, whiadhates competing
explanations for complex sociopolitical phenomasmgevidence that cannot naturally be
conceived as randosamplege.g, information from expert informantiegislative records,
archival sourcesptrictly speakingfrequentist techniquesreunsuitableor suchdata In
Jackman and WesternOs (1994:4 18w Grequentist inference isapplicableto the
nonstochastic settin®

The school of Bayesi@gm we advocate as the methodological foundation for scientific
inferencé\ logical BayesianisnN seeks to represent the rational degreleetief we shold hold
in propositiors given theinformationwe possess, independgntif hopes, subjective opinion, or
personal predilectiondn ordinary logicthetruth-values of all propositionsan be knowmnvith
certainty But in most realvorld contexts, we havemited information, and we are always at
least somewhat unsure about whether a proposition is true or false. Bayesian probability is an
Oextension of logicO (Jay2€€3 in that it provides a prescription for how to reason when we
have incomplete knowtige and are thus uncertainoutthe truth ofa proposition When our
degrees of belief assume limiting values of zero (impossibility) or one (certainty), Bayesian
probabilityautomaticallyreduces to ordinary logic.

A central tenet of logical Bayesism is that probabilitieshouldencode knowledge in a
unigue, consistemhanner. Incorporatingnformation in different but logically equivalent ways
(e.g. learninghe same pieces offormation indifferent ordes) must produce identical
probabilities and individuals who possess the same information must assign the same
probabilities. Cox (1961), Jayne2003, and subsequent scholars (e.g. Gre@935 showthat
if we represent our level of confidence in the truth of propositions with real nuarkisipose
these consistency requirements, we are led directly to thasdproduct rule of probability,
which in turn give rise to all other operations within Bayesian analysis for manipulating and
updating probabilities.

Theconsistency requirement$ logical Bayesianismare more demanding than
requirements imposedd sociatscienceapproachethat draw on the OpsychologicalO or
OsubjectiveO schadlBayesianisncommonin philosophy of science ambnventional



Fairfield & Charman V4.0

Bayesiarstatistics textooks. In thislatterapproachrationdity requires degrees of belief to
follow the sum rule and product rubé probability, such that utilitymaximizing gamblers
decline ODutch BookO bétsere loss igertair). But as long as probabilities satighese rules
they can be based on pure psychollgyhatever happens to motivate an individual to hold
some particular subjage degree of beliefAccordingly, within psychological Bayesianism,
individuals possessing the same informanheed noassignidenticalprobabilties.

We will show thathe consstency requirements are the keyunderstanding the powerful
methodological foundation that logical Bayesianism provides for iterative resdarst).
however, we review theechanic®f Bayesian inference.

3.2.Bayesian Inferencan Brief

Bayesian inferencgenerallyproceedsy assiging OpriorO probabilities to a set of
plausible rival hypotheses using all relevant background information we possess. These prior
probabilities represent our degree of confidandde truth of each hypothesis taking into
account salient knowledge accumulated from previous studies and/or experience. We then
considerevidenceobtained during the investigation at hand. The evidemtedesall relevant
observatios (beyond our bckground informatiohthat beaion the plausibility of our
hypotheses. We ask how likely the evidence would be if a particular hypothesis were true, and
we update our beliefs in light of that evidence usingeB& rule to derive OposteriorO
probabilitieson our hypotheses.

Formally, BayesO rule is expressed in terms of conditional probalbi{ifi{s),
representing the rational degree of belighiopositionA if we consideB to be true. BayesO
rule isa rearrangement of thpgoduct rule of probabily:

P(AB)=P(BA)=P(A|B)! P(B)=P(B|A)! P(A). (1)
For a hypothesisl, evidenceE, and background informatidn Baye€rule states
P(HIEN=P(H|I)! P(E|HI) B(E|I), (2

whereP(H|El) is the posterior probability on the hypothegigen the evidence and the
background informatiorR(H|l) is the prior probability on the hypothesis given our background
information aloneP(E|HI) is thelikelihood of the evidencl the conditional probability of the
evidence given the hypothesis and the background infornf¥atiod P(E|1) is the unconditional
likelihood of the evidence (regardless of whetHas true).

Because causal inference always involves comgdrypothesesit is easier to work with
the oddsratio form of BayesO rule
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The factor orthe lefthand side of equation 8 theposterior oddon hypothesi#i; relative to
H; in light of the evidence. The posterior odds equalptive odds(the first factor on theight-
hand sidemultiplied by thdikelihood ratio(the second factormmotheright-hand side).
Assessing the likelihoodhtio, P(E|Hil)/P(E|H;l), is the key inferential step that tells us
whetherthe evidence should make us more or less confident in one hypothesis relative to
arother. The likelihood ratio can be thougitas the probability of observing evidereen a

" In practice we cannavaluateP(E|l) in equation (2) unless restricts our attention to a finite number of plausible
rival hypotheses.
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hypotheticaworld whereH; is trug relative to the probability of observirtgin an alternative
world whereH; is true(recall that in the notation of conditional probabilitial,conditioning
information that appearso the right of the verticdlar is taken to be truehenassessing degrees
of belief). In qualitative research, we need@mentally inhabit the worldO of ehgipothesis
(Hunter 19841and ask how surprising (low probability) or expectedif probability) the
evidence would be inach respectiveorld. If the evidence ikess surprisingn the ®f; worldO
relative to the B world,&then that evidence will increase the odds we plade; @s. H;, and

vice versa. We gain confidence in ortgypothesis/s. anotheto the extent that it makes the
evidence wdind more plausible.

Elsewhere, we elaborate guidelines for formal Bayesian analysis in qualitative research,
which entails quantifying all probabilities. To illustrate how Bayekgit can beapplied
heuristically gvithout quantification), consider an example drawing on Kusia@sbuilding
research (2009)We wish to ascertain whether the resowwese hypothesis, or the warfare
hypothesis (assumed mutually exclggi betteexplains institutional development in Peru:

Hr=Mineral resource abundance is the central factor hindering institutional development.
Easy money from mineral exports precludes the need to collect taxes and creates
incentives to spend public resourcesimefficient subsidies and patronage networks,
instead of investing in administrative capacity

Hw=Absence of warfare is the central factor hindering institutional development. Threat
of conquestequires states to extract resources from society anelolestrong
administrativecapacity in order to build and sustain armies. In the absence of external
threats, state leaders lack these institutimnlding incentives.

For simplicity, supposee have no relevant background knowledge about-btalgingin Peru.
Since both hypotheses find substantial support in literature on other countries, we might
reasonably assign even prior odéfge now learn the following:

E;=Peru was consistently threatened by international military conflict following
independece, its economy has been dominated by mineral exports since colonial days,
and it never developed an effective state

Intuitively, this evidencetronglyfavors the resoureeurse hypothesis. Applying Bayesian
reasoning, we must evaluate the likelihoatdaP(E;|HrI)/P(Ei1|Hwl). Imaginingaworld where
Hris the correct hypothesis, mineral dependence in conjunction with weak state dapacity
exactly what we would expecFurthermore, althougHgr makes no direct predictions about
presence or absencewdérfare, external threats are not surprising given that a weak state with
mineral resources could be an easy and attractive target. In the alternative Whyld of
however, the evidence would be quite surprising; sometrengunusual, and hence

improbalbe, musthave happened for Peru to end up with a weak state if the warfare hypothesis is
nevertheless correct, because weak state capacity despite military threats contradicts the
expectations of the theory. Because the evidencrich more probable unddr relative to

Hw, the odds in favor oflr increase substantially, even thoughéh@lene does not exhibit the
resourcecurse logic in action.

3.3 Prior vs. Posterior Probabilities and Old vs. New Evidence

While tesing hypothesesvith new evideneis pervasively espoused, distinctions between
old vs. newevidencgrelative to the formulation of hypothesgahd hencexploratoryvs.
confirmatoryresearcharefar lessconsequential withifogical Bayesianism.To be clearOnew
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evidenceO refers imformation that wasinknown to the scholar befe the hypothesis was
devisedregardless of thhistorical timing of when thahformationwas generatedFor example,
in Figure 1,E; is old evidenceelative toH, whereas; is new evidence, even thoughexisted
in the world beforés;.

Figure 1
E; interview H E, document from
conducted devised 1994 examined
1 1 1
I I I
yesterday today tomorrow

The key to unraveling the false dichotomlies inunderstandinghatthe termgrior and
posteriorarenot temporal notiori$ they ardogical notions In the words ofistrostatistician
Tom Loredo (199@7):
There is nothing about the passage of time built into probabiligryh&hus,
our use of the termsOprior probability,® and Oposterior probability® do not
refer to times before or after data is available. They refer to logical
connections, ndaemporal ones. Thus, to be precise, a prior probability is the
probability assigned lhere consideration of the data
To reiterate these crucial points, the descriptionprior andposterior refer to degrees of belief
before and after a piece of evidemsé@corporatednto our analysi§l not to the timing of when
we happened ttearnor obtainthat piece of evidencePrior andposterior refer simply to
idealized states dfnowledge witlout and withspecific pieces of evidenaecluded Of course,
hypotheses can contain temporal structuring, and evidence can contain information about timing.
However,probabilites themselves carry no intrinsic tiraamps
These pointsneritexpoundingRecall thatwithin logical Bayesianisponly the data at
hand andtie background knowledge are relevant for assessing the reasonable degree of belief
tha is warranted in a hypothesiblothing else abouwiur state of mind, hopesy predilections
shouldinfluence the probabilities we assighhe relative timing of whewe stated the
hypothesis, worked out its potential implications, and gathered data falls into this later category
of logical irrelevancevhenassigningandupdatingprobabilities.
To further stress thiegicalirrelevance okeeping track owhat we knewwvhen notice that
the rules of conditional probability mandalat we are free to incorporate evidence into our
analysis inanyorder without affecting the final posterior probabilities we derivepwidability
theory Using the product rule (1) and camtativity, the joint likelihood oftwo pieces of
evidence can be written in any of the following equivalent ways:

P(ELEo|HN)=P(E2E1|HI)=P(E4|EzH1)! P(Eo|HI)=P(Eo|E:HI)! P(Eq|H1). (4)

Evidence learned at time orite;) may thus be treated as logliy posterior to evidence learned
at time two E,), if we choose to incorpora into our analysis beforg;. If in practice
conclusions are found to differ depending on the order in wadence wascorporatedihere
is an error inour reasoninggomewhere thathouldbe corrected Otherwise we have violated the
fundamental notion of rationality that lies at tr@art of logical Bayesianisr3.1XN
information incorporated in equivalent ways should lead to the same conclusions

Once we recognize # timing is notelevant in probability theoryt follows thateach of
the analytical steps below is a logically distinct endeavor:
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¥ drawing on evidencg& to inspire hypotheses
¥ assigning prior probabilities to those hypotheses given background inforrh#tiat
does not includg;
¥ assessing the likelihood of eviden€ainder alternative hypotheses in order to derive
posterior probabilities
Informationis neitherOexhaustedO rddoubleounte®in thisinferentialprocess. A relevant
knowledge can bsortedas conveniennto background informatiohon which all probabilities
in BayesO theorem are conditioned, and evidetitatwe use to update probabilities
Psychologicalsubjectiveapproaches to Bayesianisfiendiverge from logical
Bayesianim on these points, because the forfoeus on individuaipersonal degrees of belief
and how thi psychological statesvolveover time. JeffreyOs (1983) Oprobability kinematicsO is
a prominenexamplehis approach introduces nstandard rules for wating that violate the
laws of probability(4) and hence imply that the order in which evidence is analyzed does matter.
Anothersalientexample fronpsychologicakubjective Bayesianism ke Oproblem of old
evidenceO in philosophy of science (e.dym®ur 1980, Earman 1992)Glymour argued that if
probabilities are evaluated at a time when the evidBnsd&nown, therP(E|l)=1, which in turn
directly implies thaP(E|HI)=1. Substituting into BayesO rule {®then find that
P(H|EN=P(H|I), suchthat OoldO evidence purportedly cannot alter our degree of belief in
hypothesidH. From a logical Bayesian perspectittee flaw in this reasoning lies in confusing
temporalrelationshipawith logicalones If we wish toevaluate probabilities in the hg of
knowing evidencé&, thenE must appear as conditioning informatidn essence, Glymouwan
only asserthatP(E|El)=1, and his argumembllapses, becaugayesO ruleccordinglyyields
P(H|EEN=P(H|EI)! P(E|HEI)/P(E|EI)=P(H|EI), which we already kew fromEE=E. As
astrophysicist Billefferys(20077) notes,QvhatGlymour has actually proved is the (well
known) factthat..quite sensibly.[we] cannot validly manipulate the Bayesian machinery to get
additional information out of informatiothat ha already been usedXhe crucial point is that
when evaluating probabilitieje conditioning information does natcludewhatever isn our
heads at a particulanoment intime. Instead, we condition on propositidosatedto the right
of the vertial bar whichareexplicitly specifiedandassumd to be true
In probability theory, we must keep track of what information has been incorporated into
our analysis, not thééme at which that informtion was acquired’he Oproblem of old evidenceO
is therefore a red herringTime-stamps indicating when hypotheses were composed or when
evidence was observed or incorporated are not relevare togit of scientific inference

3.4. Curtailing Confirmation Bias and Ad-hoc Theorizing

Legitimateconcerns about objectivity, rigor, and transparency underlie prescriptions that
theory buildingandtheory testingghouldproceedsequentially, observable implications of
hypotheses should be identified before gathering datahypuathess shouldbe testd on new
evidence.However, careful application of Bayesian logic can itself help guard adpaithst
confirmation bias andd-hochypothesizingjl two of the most salient pitfalls commonly
associated with iterative research.

Among multiple variants of comfnation bias (Nickerson 1998, Klayman 199%jo
common tendenciemntailfocusing too much on data that fits a particular hypothesis and/or

8 In natural sciences, pptheses often derive support from evidence known long before they were developed; for
example, quantum mechanics was devised to explain known facts about blackbody rad@tianstability and
the photoelectric effect.
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overlooking data thatasts doubt oft, andfocusing on only a singl&avoredhypothesisvhile
forgetting to consler whether data consistent with that hypothesis might be equally or more
supportive ofa rival hypothesisA commonrecommendation for precluding such le@a®ntails
identifying observable implicatiorte rivals aswell as the main working hyploesis bebre
gathering datd However this advice can bproblematic for two reasons.

First,deducing observable implicatisbeforehand may be infeasible, because any
hypothesisnaybe compatible with a huge numhmrpossible evidentiary findindsjust with
varying probabilitiesof occurrence In the context of qualitative research on complex socio
political phenomena, there is essentially no limit to the different kinds of evidence we might
encounter, and there is no way to exhaustively catalogue the ipfossgoilities in advance.

Second, anticipatingbservable implicatios may foster evegreaterbias. If we have
conductedhe exercise of spelling out hypotheses to be considered and evedgreoted under
each, we are nowetter situatedo seek outhe sorts of evidend@atwill support our pet theory,
comparedd a situation where we collect evidence withnecessarily antipating what will
support which hypothesisThis caveats classic advice from Sherlock Holmes: Olt is a capital
mistake taheorize before one has data. Insensibly one begins to twist facts to suit theories,
instead of theories to suit fagl§A Scandal in Bohemja

Risks of confirmation biasan bebettercontrolledby consciatiously endeavoring to
follow logical Bayesia reasoning. First and foremost, tendencies to seek evidence that supports
a favored hypothesis, interpret evidence as overly favorable to that hypothesis, and underweight
evidence that runsgainsthat hypothesis are counteracted by following the pigsan to
condition probabilities oall relevant information available, without presuming thimryg beyond
what is in facknown or bringingmereopinionsor desires into the evaluatiofrurthermore,
remembering that the key inferential step in Bayesierence entails assessing likelihood
ratios of the formP(E|H;l) B(E|H«I) precludes the pitfall of restrictingtantion to a single
hypothesil we must always aswhether a given explanation makes the evidence prdess
likely compared ta rival expanation.

In contrast to confirmation biade complementary problem aflhochypothesizing
involves ovettailoring an explanation to fit a particular, contingent setlsfervations This
danger underpinsalls fordistinguishing exploration from canfation andesting hypotheses
with new data.Within logical Bayesianism, however, ad-hochypothesis that is too closely
tailored to fit arbitrary details of the data incurs a low prior probability, which protects us from
favoring it over a simpler Ipothesis that adequately explains the data. If an explanaadn
hoc careful consideratioshould reveal that it igistone member of a largamily of more or
less equallyad-hochypotheses, characterized by multiple parameters or arbitnargesthat
must befine-tuned to the dataEach of these related hypothesgght explain a different set of
contingent facts, yet none of them would seem any more credible than the others in the absence
of the particular body of observations obtained. Evémeifoverall prior probability of the
family of hypothesesH; or H; or...Hy} is appreciable, this prior probability must be spread over
all of the constituent possibilities, such that the prior for any partielilaill be small.

Consider an exampkelapted from Jefferys (2003). A stranger at a party shuffles aofleck
cards and you draw the six of spades. We might reasonably hypothesize that this card was

° Re. processracing see Benett and Checkel (2015:18), Bennett and Elman (2006:460). Specifying observable
implications deductively is widely advocated, often without any explicit link to avoiding confirmation bias, and
sometimes with regard only to the working hypothesis (e.gnBuoalfennig 2015:108each and Pedersen

2014:20, Rohlfing 2012:187).
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arbitrarily selected from a randorabhuffled decklg). A rival hypothesis proposes that the
strangelis a professional magician relying on a trick deck thatesyou to draw the six of
spadesHs-). While the likelihood of selecting this particular card is 1/52 uthtigit is far
larger undeHg . However,Hgs- mustbe penalized by a factof 1/52 relative tdHg, because
without observing your draw, there would be no reason to predict the six of spades as the
magicianOs forced carls- should be treated as one ofé&gualy plausible related hypotheses
whereby the magician forces some ott&rd'® Accordingly, our single drawrovides
insufficient evidence to boost the credibilitytdf- aboveHr.

Logical Bayesianisnthus penalizes complex hypothesethdy do not provide enough
additional explanatory power relative to simpler rivaldjrie with OccamOs razor and EinsteinOs
dictum that things should be as simple as possible, but no simpler. In quantitative analysis, this
task is accomplished viaccam factorshat are automatically built into Bayesian probability
(Jaynes 2003:60Q7, MacKay 2003:34356, Gregory 2005:4%0). Appendix Adiscusses
Occam factors in more detail aftlistrates how the penalty of 1/52 in our caltthw example
emerges when we formally apply Bayesian gsial In qualitative researthat heuristically
follows Bayesian reasoninthere are no universal prescriptions for assessingaddvoca
hypothesis is. However, one usedtiatagenentails carefully scrutinizing a new hypothesis to
evaluate how much additional complexity it introduces compared to rifdlsee hypothesis
invokes many more causal factors or very specific conjunctions of causal factors, good practice
would entail penalizing its prior probability relative to the rivals.

In sum within logical Bayesianism, likelihood ratios help guagaiast confirmation bias,
while priors helpguard againsatd-hochypothesizing.These safeguards are afseithin
frequentism, wherlypothesis testing focuses on the probability of the data only under the null
hypothesis, rather than relative likelih@oahder rival hypothesgand wherghe concept of
probabilityapplies onlyto data obtained through a stochastic sampling proceciire,
hypothesesFrequentist inference therefore requipesspecifyingsamplingand analysis
procedureso avoid confmation bias, and strilst separatinglata used in theo#guilding from
data used for theo#testing to preverad-hochypothesizingwhereasuchstandards are
unnecessary for Bayesian inference

4. lterative Research in Practice

We have argued thatitivin logical Bayesianism, there i® meed for firavalls betveen
theorybuilding and theonrtesting, and no need tely exclusively orOnew evidence@hen
testng hypothess. All we mustdo iscarefullyassign prior probabilities in light of our
backgraind information, andarefullyassessikelihood ratios forall relevantevidence under our
rival hypothesesThis section illustrates how thegeints apply to qualitative researoh
extending thd?eruvianstatebuilding example introduced in3.2 We emphasiz¢hat wemake
no claims about how KurtzOs research process unfoldstbad, we draw on hypotheses and
evidence from his published work to show how an iterative dialog with theaatgiverise to
inferences that are as validiasa purely deluctive approachwhere all hypotheses were devised
prior to data collection

Suppose that after comparing the resowuese and warfare hypotheses in lighEpf
(military threats, mineral abundance, and weak statelearn the followingadditional
information

1%\We might additionally discount the magician hypothesissideringhe chances of encountering a magician at
the party.
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E,=Throughout the 1880s, agriculturaroduction in Peru relied oan enormous
semiservile labor forceWhen Chile invaded, Peruviatites were far more concerned
that peasants remain undeontrol than they were with contributing national
defenseThe mayor of Lima openly hoped for a prompt Chilean occupfirdear
that subalterns mightbel The agrarian upper class not only refused to support
General CtceresO efforts to fight back, but actively collaborated with the Chilean
occupiersbecause of CtceresO relianceomed peasarguerillas (Kurtz 2009:496)

This evidencemightinspire anew hypothesis:

H.ra=Labor-repressiveagriculture is the central factor hinderirigstitutional
developmentElites resist taxation and efforts centralize authority, especially
control over coercive institutions, because they anticipate that national leaders may be
unable or unwilling to keep their rebelliggrone local labor forces under control
(Kurtz2009:485

To assess whichypothesideter explainghe evidence acquired thus far, we must go back and
reassign prior probabilities across the new hypothesisiggtlw, and the inductivelnspired
Hira We must then assess likelihootlas forthe aggregatevidenceE; E,.

For priors, stictly speakingve shouldassess the plausibility of each hypothesis taking into
account all information accumulatedpreviousstatebuilding literature However,
systematically incorporating all of our background information when assessing priors is
infeasible in social science. Given practical limitations, one reasonable apigrtmekéep equal
odds orHg vs. Hy but giveH, ra @ moderate penalty relative to eantal, thereby
acknowledging the novelty of this hypothesis with respect to existingrcbsaa statéouilding
and anticipating skepticism among readeisiother reasonable option entails equal odds on all
three hypotheses, ceidering thatH rais grounded in a longshdingresearchradition
originated byBarrington Moore.As Kurtz (2009:85) documents, hile H rais not discusseh
statebuilding literature, laberepressive agriculture has been identified esiaialfactor
affecting other macrpolitical outcomesncluding regime type, sa-priori we might expect this
factor to be sadint for statebuilding as well. FurthermorealthoughH, ra was introduceghost
hoc(in light of E), it is no more or lesad-hoccompared to the rivals on inspection, none of
the three hypotheses seems appreciably more complex than thgeithenrs 2) Each identifies
a single structural cause that operates by shaping the incentives of key actors.

Figure 2

Hr = Mineral resource abundance is the central factor hindering institutional development.
Easy money from the mineral sector undermines administrative capacity by
precluding the need to collect taxes, and public resources are directed toward
inefficient subsidies and patronage networks that sustain elites in power.

Hw = Absence of warfare is the central factor hindering institutional development. Threat of
military annihilation requires states to extract resources from society and develop
strong administrative capacity in order to build and sustain armies. In the absence of
external threats, state leaders lack these institution-building incentives.

H_ra = Labor-repressive agriculture is the central factor hindering institutional development.
Elites resist taxation and efforts to centralize authority, especially control over
coercive institutions, because they anticipate that national leaders may be unable or
unwilling to keep their rebellion-prone local labor forces under control.
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Turning to the evidencéhe easiest way to proceed entails assessing likelihood ratios for
HiraVs.Hg and forH ravs. Hw.'! Sincethe oveall likelihood ratio can bedecomposed as
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we first consideE; and therk,.

EvidenceE; moderately favorsig overH ga Asexplainedn ©3.2 E; fits quite well with
the resourceurse hypothesis. Howevdt, is not surprising undétl ra; @ weak state ith
mineral resources would still be an easy and attractive target for invasion ifégloessive
agriculture were the true cause of state weakndssertheless, the presence of resource wealth
in conjunction with state weakness makgsnore expectednderHg. In contrastk; strongly
favorsH_raoverHy. We have argued thétis evidence isinsurprising undeH ra, butas
previously discussed, it lghly unlikely undet.

E. very strongly favor$d ra Over each alternative. Neithidy, nor Hr makes predictions
about the nature of agricultural labor, but under either of these hypotheses, the behavior of
Peruvian elites described i would be highly surprising we would instead expect them to
resist the Chilean incursion (however ineffectiveliyen state weakness). In contra&stfits
quite well withH,rain showing that concern over maintaining subjugation of the labor force
trumped concern with national sovereignty and stateh@datourse, we knou; fits well with
H_ra since the formemispired the latter; however, the critical inferential point is Baas much
moreplausible undeH, rarelative tothe alternatives. Accordingly, this evidence very strpngl
increases the odds in favairH ra vs. each rival.

Overall, thelikelihood rédio (5) strongly favos H ra Over the rivals.E; overwhelms the
moderate support th&h provides forHg. Andall of the evidence weighs strongly agaiHsit
Accordingly,H raemerges as the best explanation given the evidence acquired thus far. If we
begin with a moderate penalty binra, the posterior still favors that hypothesis, although the
higher the prior penalty, the more daee the overall evidenageecedto boost the plausibility
of H.ra @above its competitors.

In essence, wirave now Otest® an inductivelnspired hypothesiwith (ld evidence.O
What matters is not whdth ga came to mincr which evidencenvas knowrbefore vs. after that
moment of inspiration, but simply which hypothesis is most plaugilsén our background
informationandall of theevidence Imagine that a colleague is familiar with dr¢e
hypotheses from the outdmit has noseenE;E,. Thiscolleague would follow #ogically
identical inferential procesa evaluating which hypothesmovides théest explaaion for the
Peruvian caseassessing the likelihood BfE, under these rival hypothesds would be
irrationalfor two researchers with the same knowlettgeeach different conclusiomserely
because of when thégarredthe evidence.

To further emphsizethe irrelevance of relative timingve do not know from reading
Kurtz (2009) whether he inventéti ra before or after findinge,, but thatchronological
information would not makg, any more or less cogent. Our goal is not to reproduce the order in
which the neuraosfired inside the authorOs brain; our goal is to independently assess which
hypothesis is most plausible in light of the evidence presented.

Of coursehewevidenceO is often valuable for improving inferemgegroviding
additional weighof evidence In this example, readers probably would not be satisfied if
KurtzOs analysis ended wiih However, the goal of obtaining new evidence is nostpplant

Y P(E,E,HRI)/P(E.EoJHw!) is determined by the other two ratios
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existing evidence that spired the hypothesis, but rather to supplement that esedsamd ideally
strengtherourinference Informationis never intentionally disregardadlogical Bayesianism;
any new, differentiated stagé research following the inductive inspiration of a hypothesist
take all previoushobtained evidence intaeount through the prior probability on that
hypothesis. In our examplg;, which inspiredH ra, contributes to the strong posterior odds in
favor of H_ra Which would in turn become tii@rior odd©when analyzing additional
evidence'?

5. AddressingAnticipated Concerns

We recognie that logical Bayesianism is a mathematidaal thatusuallycannotbe fully
realized inpractice withouepproximations. In qualitative social science, some degree of
subjectivity must inevitably enter whassigningprobabilities. There is nmechanical
procedure for objectively translating complex, narrabased, qualitative information into
precise probability statementg/e may still commit analytical errors despite conscientious
efforts to follow Bayesian reasmg.

Accordingly, thissection considers potential concerns with our argument that qualitative
research need ndemarcateheory-building vs. theorytesting. Our overarching response draws
on the premise that research is not only a dialog with tfze dat also a dialog with a
community of scholars. Knowing the trajectory of authorsO thought processes should not matter
to how readers scrutinize inferences. If scholars disagree with an authorOs conclusions, logical
Bayesianism provides a clear franmmw for pinpointing the locus of conteon, which may lie
in different priors and background information, and/or different interpretatigmesrticular
pieces of evidenceThe Bayesian framework itself, whether applied explicitly or heuristically,
therdoy lays analysis open for all to scrutinize on its own terms. In contrast, it would be
misguided to assume that if authors tist@mp hypotheses and evidence, their analysis is sound,
whereas if such information is not reported, their inferences lackbiityd Regardless of
whether tempotaletails abouhowthe research procesafoldedare provided, scholars must
scrutinize hypotheses and evidence with their own independent brainpower.

Our discussion below includes guidelines for facilitating sothodialog and improving
inferences within a Bayesian framework, while highlighting shortcomings of prescriptions for
labding and/or separatingxploratoryinductive vs.confirmatorydeductiveresearch stages. We
addresanticipated concerns regardibgsed priors, biased likelihoodsnd scholarly integrity
in turn.

5.1. Biased priors

Concerrs:

(a) Given psychological difficulties in Ogetting something out of our mind,O we may be unable to
assign priors that are not influenced by what we alreadyaloout our data.

(b) Given vulnerabilities to cognitive biases, we may -dvenductivelydevised hypotheses to

the evidence without adequately penalizing their priors.

2Two further points merit emphasis. First, Bayesian Otest strengthO is simply a function of the extent to which the
evidence fits better with one hypothesis relative to rivals. Second, the goal in this example is to explain a single
case. Whethdd ra better explains Peru than the rivals says nothing about how well this theory holds beyond

PerWN assessing generalizability requires examining evidence from other cases.
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Prespecifying priors is not sensiblesolutionto these concernsVe cannotissess a prior
beforedevisingthe hypothesis, and once ¥eemulatethe hypothesis, all relevant informatfon
bothbackground knowledge and evidertgg, acquired thus fét must informP(H|Epred),
which serves as th@riorOmoving forward Moreover whetherwe evaluateP(H\l) and then the
likelihood for the total evidender=E yeEpostUltimately collectedP(E+|l), or whethemwe update
along the way, evaluatir®(H|Epred) and therP(Epos{Epred!)! P(H\Epred), the final inference
must be the sar\econsstency checks can leenductedo ensureequivalence The timing of
when we asses® recordpriorsis therefore irrelevant.

To guard against subconsciousiased priorsqoncern(a)), best practices should include
the following. First and foremostescribe the most salient background informationexudain
why it motivatesa particular choice of priorslf priors are obviously biased in favor of an
inductively-derived hypothesis, beyond what is justified by the background information
discussed, @ers should notice the discrepancy. For instance, in owtbstiddeng example,
readers might balk if our prior odds strongly favokkea over the welestablished resource
curse and warfare hypotheséskewise, if a weltknown study or salient litetareis
overlooked, readers will request reconsideratibpriors inlight of that further background
information.

Second considerconductng theanalysis with equgbrior odds, which avoids biasing the
initial assessment in favor of any hypothesitisTapproach shifts the focus to likelihood ratios,
with theaspiratiorthat even if scholars disagree about piibvehich will be almost inevitable
given that everyone has different background informatiae may still concur othe direction
in which our @ds on the hypotheses should shift in light of the evidence. Third, consider using
several different priors to assess how sensitive conclisi@nto these initial choicatong the
lines of our analysis in4

For qualitative research that folloBsyesian logic heuristically, the first guideline entails
carefully discussing the strengths and weaknesses of rival explanations based on existing
literature, which is common practice. The second guideline entails recognizing that readers may
initially view a hypothesis with much more skepticism than the author, such that all parties in the
scholarly dialog should pay close attention to scrutinizing the evidence and the inferential weight
it provides in favor of the authorOs explanation relative to rivalsordingly,authorsshould be
conservative withiheirinferential claims until the weight of evidence becomes strong.

Regarding concern (b3cholarly dialog caagainserve as a corrective to sloppy analysis
If an inductive hypothesis manifestingultiple finetuned variables or inordinate complexity is
granted too much initial credence, readers should noticdemdndadditional evidence to
overcome an unacknowledged or underestimated Occam peria#ty. (

Beyond the simple adwecto treat indudtely-devised hypotheses with a healthy measure
of skepticismthe followingsuggestionsan help curtaibd-hochypothesizing: start with
reasonably simple theories and add complexity incrementally as needed; critically assess whether
all casual factorsithe theory actually improve explanatory leverage; and ask whether the
explanation might apply more broadly.

It is important to emphasize that transparency in reporting the temporal sequencing of the
research process in and of itself is not usefubsmertaining how severe an Occam penalty a
hypothesis should suffer on its prior. The critical point is that a hypothesis piost iod\
devisedafterthe evidencl is not necessarilgd-hod\ arbitrary or overly complex. These are
distinctconcepts. Asrgued in 4, H rais posthoc(relativeto key evidencé,), but notad

15



Fairfield & Charman V4.0

hoc because it is no more arbitrary or complex than its rivals. In contrast, the following
illustrates arad-hochypothesis that is clearly ovailored to case evidence:

Hagaho=The conjunction of three factors hinders institutional development: (1) culinalistic
affinity betweerPeruvianand Chileanelites (2) attempted peasant uprisingghin anine-
month periodpreceding invasion, and (3) distrust on the partofmest elites ingeneralsO
commitnentto upholding the social ordeand their ability to maintain discipline over soldiers

5.2. Biased likelihoods
Concern:Wemaysuccumbo confirmation bias in overstating hostronglyevidencdavorsan
inductivelyderived hypothesis.

Recent suggestiorier preregistration and timstampingn qualitative research (Bowers
et al. 2015, Kapiszewski et. al. 2@ Jacbos 20])7aim to addrestheseconcerns, on the
premise thatlifferentiatingexploratoryfrom confirmatoryanalysisallowsus to more credibly
evaluate inductivelnspired hypotheses. Importing this prescription into a Baydésiarework
would entailassigning likelihoods in advance to clues we might encounter beécentinue
gathering data

Even in light of human cognitivémitationswe findthis approach unhelpful. Although a
scholarOs prospective assessment of likelihoods for Onew evidenceO might be less prone to
confirmation bias than retrospective analysis of Oold evidence,O confirmation bigsstasld
easily intrude whegatheringadditionalevidenc&l by subconsciousl§ooking harder for clues
that favor the working hypothesis and/or overlooking those that dg8at)

Moreover, we reiteratde impossibilityof foreseéng all potential eviéntiary observations
in the complex world of qualitative social sciendeis essentiato recognizethat anticipating
coursegrained categoriesf observations is not adequate for specifying likelitedod any
actual, concrete evidence that might fithan that class, because specific details\atience
obtairedcan matter immensely to likelihoods under different hypotheses. To illustrate the
problem, consider the example Bowers et al. (20:57)6 present in their discussion of pre
analysis plansdr qualitative research: a governmaascut taxes, and we wish to assess
hypothesidHk=The taxcutswere motivated by an interest in Keynesian denmadagement
Bowers et al. delineate eviden&&=Records of deliberations among cabinet officials abbat t
tax cut show Oprominent mention of the logic of Keynesian stimahus @Bey judge the
probability of finding such evidencekix is true to be very high. Although the suggestion that
we should consult meeting records and look for discussion of Kieyrndsas is sound advicE,
as state@bove is too vague to assighkelihood in advance. Here are twidferentpieces of
evidence we might encounter in the records:

E' =The Finance Minister invokdseynesian demand stimulus when explaining the
proposed taxcut and its rationaleéo other cabinet members presenthe meeting.

E" =One of the cabinet membdrsthe meetingnotesthat the tax cut is consistent with
Keynesian demand stimujwghereafterdiscussion is interrupted by laughter and
derisivejokes about Keynesian economics.

Suppose further that the amount of time and attention devoted to these mentions of Keynesian
stimulus are similafor E' andE", such thaboth qualify as instances Bfas articulated above,
even though they carry vedjfferentimport Whereas the likelihood &' might well be high if

13 See also Jacobs (2017:29).
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Hy is true, the likelihood oE" certainlyis nothighN E" would be extremely surprisirig a
world where the Keynesiastimulus hypothesis is correct.

Bowers et al. (2015:147) recognize this Oproblem of precisiom@ing: Oof coursgE as
defined abovgstill leaves some thingspen. Justhow prominentdo mentions of
Keynesianogic have to be.? How manyactorshave to mention itAWhatforms of words
will countastheuse ofKeynesian logic?O In our view, however, they underestimate the
problem. Asourexample demonstrates, tissueis not just how many mentions or how many
actors or what rens we associate with Keynesianidout an endless array of other possibilities
andnuances thalepend on the context and manner in which Keynesian logic is discussed.
However much additional detail we aim to spe&iéforegathering data, we can always
inventN and therealworld may well produds anothertwist ortweak that mattersontrivially.
And despite efforts to anticipate what might surprise us ahead of time, science advances most
when evidence surprises usunforeseenvays.

Preregistration advocates respond that despite the problem of precisioraraapyrgis plan
is still useful because it Oallows the reader to compare the researcherOs interpretation of
unexpected observations to the-prenounced tests and to arrive at her own judgment about the
extent tojwhich] the interpretation of the evidence is consistent with tlagyais planOs broad
logic,O (Jacobs 2017:29). Yet this assertion implies that scrutinizing findings depends on
knowing what was in the scholarOs head at given time. As we have arguedyshological
and chronologicaihformation is logically irrelevat for inference

Jayneg2003:421Yeinforces theskey points O'he orthodox line of thought [holds]
thatbefore seeing the datae will plan in advance for every possible contingency and list the
decision to be made after getting every conceivalike k. The problems that the number of
such data sets is usually astronomical; no worker has the computing facilities neededE We take
exactly the opposite view: it is only by delaying a decision until we know the actual data that it is
possible to ddavith complex problems at all. The defensible inferences are thelptast
inferences) What matters is not what scholars anticipated thightfind, but rather what they
did find. Likewise, we care about how sound the inferences are in light ofnaemts and
evidence presented, not in comparison to every twist and turn of analysis before the author
arrived at the final conclusions, or what the author would have thought had the data turned out
differently.

Returning to the core concernmaftigating bias wherassessing likelihoods, first, recall
that inference always requires assessing likelihatids, which keeps us fronfiorgetting to ask
how well the evidence fits withval explanations.Second, we reiterate our central point
regarding scholdy scrutiny. If despite efforts to follovogical Bayesian prescriptiona scholar
nevertheless ovarstimates how mudinelikelihood ratio favors an inductivelyspired
hypothesis, readetsnindependently weigthe evidence anctitically assess thauthorOs
judgments. Subsequent debate may encourage the author to bring more background information
to light that was previouslysed implicitly, oracknowledge that the evidence is not as strong as
previously maintained. In our stabailding examplea reader might contest our assessment that
E.E, very stronglyfavorsH ra OverHg, perhaps suggesting that teMdence only moderately
favors the inductivelynspired hypothesis. Open discussion would then result in greater
consensus or at least graatkarity on why scholars interpret the evidence differently.
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5.3. Scholarly integrity
Concern:We neednechanismso discourage scholarBom deliberatelychoosingprocedures
after the fact to get the results they wantimanipulatingevidenceo strengthernresults

The first malpracticl posthocchoiceof analytical proceduréis a biggerconcerrfor
frequentist inferential techniqueshich require predefinedathastic datageneration
models Within a Bayesian framework for castudy resarch we must make judgments about
which hypotheses to consider, where and how to acquire evidence, and how to interpret that
evidence.However, the underlying inferential procedure remains the sappéy probabilistic
reasoning to update beliefs regardihg plausibility of rival hypotheses in light tdlevant
evidence Theanalysis always involwassessing priors, assessing likelihg@asl updating
probabilities in accord with BayesO rulinlike frequentist statistical analysis, there is no need
to choose amongamplingprocedures, stopping rulesstimators, tests statistias, significance
levels

The second type of malpracticancertainlyoccurin qualitativeresearch. @nsider
cherry-picking, where scholars Oselectively pluck supportive gootstatements, and other
data out of context to maintain the fiction of complete corrobor&ig¥om 2015:22)
However, timestamping deslittle to detersuch abuses. Any scholar intentexaggerating
results owilling to commitfraud can find way to do so regardless. Ansell and Samuels
(2016:1810) make similar observatiaegardingthe related issue of resultéind review; they
note that it is always possible to Osweep dirt an author wants no one to see under a different
corner of the publishig carpet.As a devie for signaling integrity, mechanisms like pre
registration or timestamping risk imposing a substantial burden of time and effort on honest
scholars without preventing dishonest scholars from sending the same credibilitg. signal

The only viablestrategyin our view involve disciplinary norms. Firsthe profession
mustinstill a commitment to trutseeking and scientific integrityAs VanEvera (1997:4%
observed long before APSAOs transparency initjddikgusing social scieaprofessionals with
high standards of honesty is the best solutide@ond, adjustingublicationnorms regarding
requisite leels of confidence ifindings would mitigateincentivesfor falsely bolstering
results'* For qualitative researglembracingBennett and CheckelOs (2015:30) dictum that
Oconclusive process tracing is good, but not all good process tracing is conclusiveO would be a
major step in the right directidor reducingtemptatiors to overstate the case in favor of a given
hypothesis An associated best practice could entail expli@atigressinghe pieces of evidence
thaton their owrnrun most counter to the overall inference; transparency of this type lwathld
encourage critical thinking arsiignal integriy in a more meaningful way

6. Conclusion

We sharethe transparency movementOs goals of improving the reliability and quality of
inference. Weecognize that some research programs might benefit fromegistration and
time-stamping or related practicesuch as da-blinding, and theories should certainly be subject
to ongoing reevaluation based on additional evidence.

However, weareskeptical of imposingonstraints that often clash with the
underlyinglogic and nonlinear practice of scientific reasoning. Waee argued that standards
such as preegistration and timstamping are neither necessary for nor suited to iterative
gualitative case research that follows by the principles of Bayesian inference. From a logical

14 Avoiding publication bias towards unexpected or counterintuitive findings is also advisable.
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Bayesian perspective, such constraingstamsed on false dichotomies between theory building
vs. theory testing and old vs. new eviden8eiencenvariably involvesa dialogue with the

data. Progress is nonlineatgrative, serendipitous, and provision&cholaramust interrogate
data fran different angles, réhink assumptions, and consider new hypotheses.

We have argued that within logical Bayesianism, devising hypotheses, assigning prior
probabilities, and deriving posterior probabilities on hypotheses in light of our evidence and
sdient background information are all logically distinct steps, where temporal ordering is
irrelevant. Testing hypotheses with evidence already used to develop the theory simply requires
following the rules of probability and striving to assaggrees obelief that are based on the
information we possess, independently of subjective hopes, intensions, and\desaetty the
same critical thinking necessary for assessing new evidence.a@algsis iscompleted what
matters is whether experts agree fhradrs are justified and likelihood ratios well reasoned.
Detailsabout what was know when and how research evolved over the course of fieldwork and
analysis are logically irrelevant.

Applying Bayesiarreasoning irgualitative research meains a methodogical frontier As
this programadvances we envison training in logical Bayesianis@sa goodway toleverage
intuition andimprove infeence without needing to formally apply the full mathematical
apparatus in qualitative researchithough some dyjectivity and approximation will inevitably
intrude in realworld applications,dgical Bayesianism in itself is a prescription $gstematic,
rational reasoning This inferential framework counteracts cognitive billsesnfirmation bias
when collectingor assessing new evidence aatdhochypothesizing when analyzing old
evidencdl and helps scholars scrutiniaealysisfor signs of sloppy or motivated reasoning,
rather than making presumptions based on accidents of timing.
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Appendix A. Ad-Hoc Hypotheses and Occam Factors

Section 3.4 introduced the liogl Bayesian concept of Occam factors, which penalize
hypotheses that owit the data. This appendix discusses Occam factors in more detail and
provides two examples to show how they can arise in qualitative research.

To appreciate the importance@€cam factors, it is worth stressing that efitting can be
a major problem within a frequentist framework tlaés not allow prioprobabilitieson
hypothesesr fixed parameteraVhen working with quantitative datasedasalyticalmodels can
be made ®bitrarily complex with a multitude addjustablegparametershat end ugitting not just
the signal of interest, btite noise awell. Detecting ovefitting can be particularly challenging
in orthodox statistigsbecause adding extra parameters caayswumprove the likelihood of the
data under the model.

Within logical Bayesianism, however, ad-hochypothesis that is too closely tailored to
fit the arbitrary details of the datacursa low prior probability via Occam factors that arise
automaticly from correctly applying probability theory. These Occam factors keep us from
favoring an overly complex hypothesis compared to a simpler hypothesis that adequately
explains the data.

Recall that generally speaking, atthochypothesis is properly garded as one member
of a family ofhypotheses characterized by multiple parameters that take on different, but equally
arbitrary values. To restate this point in slightly different termsdamochypothesis emerges
from a model with multiple parametetsata priori could have taken on a large range of
different values. As a model becomes more complex, its prior probability becomes spread out
over a larger parameter space, and the posterior odds are reduced to the extent that this parameter
space mudbe finetuned to fit the observed data. Similarly, whenever we include another
parameter in the model and find that the range of values it must assume to account for the data is
much narrower than the prior range of values deemed feasible given theobackigfformation
alone,the model receives an Occam penalty.

Whether the posterior odds favor a more complex model relative to a simpler model
depends on whether the complex model fits the data sufficiently better to overcome its Occam
penalty. Comparetb complex models,impler models are generally ruled out more easily,
because they are less able to explain a diversity of possible outcomes. On the other hand, BayesO
theorem rewards the simpler model for sticking its neck out and making less flerithietipns
if those predictions come true. Bayesian analysis therefore helps find theasthoat over
fitting the noise.

To see how Occam factors emerge from the mathematics of Bayesian probability, we
reconsider the cardraw example presented in Seati3.4, where we drathe six of spades
from a deck held by a stranger at a party. We are interested in comparing two hypbtheses:
The card was arbitrarily selected from a randomly shuffled dmo#t arad-hocrival, He- = The
stranger is a professional magician with a trick deck that forces the six of spaédedirst step
is to recognize thdtls- is one member of a family of 52 equally plausible related hypothdges,
=Hwm cy0r Hy ¢z or ... orHy cs2, whereHy ¢« = the magic trick forces card.. In other words,
we must comparklg againstHy, a more complex model with a paramedgtihat carbe adjusted
to fit the data. We wish to calculate the posterior odds:

! (' ! |I ”) | I (l : |”| | P(ElHM I) 1 L I T TN

T T Ty T L A
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Expanding the numerator of the likelihood ratio (the Aglaist term inA1), we have:

PEI' yiD) 3V (plH MOy e D!
rap,m BTG [,

where we have used the law of total probability to introduce a sum over all 52 possible values of
the card parameter In essence, wa@averaging the likelihoods under each-bypothesisn

the magietrick family, weightedby the prior probability that the card parameter takes a

particular value. When we plug in tBeof spades for the evidenEgthe sum in the numerator

picks out that single value for the parametdvecause the likelihood &=6" is zero for every
subhypothesis except for that which forces the 6 of spades:

!(E|!!!1)'”!!-!f!!!!+!!! R ARl

YA !!!!!!!!!!!!!,.!.—!! ............................................................................

In the denominator above, we have used the fact that the likelihd&ebtfunder the random
draw hypothesis is 1/52. SubstitutirA&B] into (A1), we can now rewrite the posterior odds ratio
as the product of three factors:

ORI '(.|— I
!(!!|!!!)!!(!!!!!)! T L L Y L AL

These three factors on the rigidand side of41) arethe modellevel prior, the Occam penaly

a factor of 1/52 in the numerator, and the Ofittediikted a factor of 1/52 in the

denominator. The modédvel prior remains to be assessed, using any salient background
information about the chances that sitkanger is a skilled magician as opposed to an ordinary
partygoer with a randomly shuffled deck. The Occam penalty arises from the prior probability
that a magic trick would favor the six of spades. The fitted likelihB@E|Hv 6" 1) WP(E|Hr1),
assesses how surprising or expected our evidence isgdetative toHg once we have

chosen the six of spades as the parameter value for the magician model.

In essence, the more complawdelHy receives an Occam penalty &hthe data obtained
rules out all but one of the 52 parameter values that were plaaghbleri. This Occam factor
keeps us from favoring tred-hocsix of spades hypothesis, which on its own makes the card we
chose much more likely than the randdnaw hypothesis. Note that in general, the Occam
factor will not exactly cancel the fitted likelihood; that effect is a special feature of this example.
It is also important to emphasize that the posterior odds could end up favoring the more complex
model,if the fitted likelihood is good enough to overcome the Occam factor. Accordingly,
logical Bayesianism does not always favor simpliditybalances simplicity against explanatory
power.

A second example illustraadhow Occam factors can emerge in expBayesian process
tracing’® Suppose we have two plausible explanations for why the government of Gonduria, a

5 For the sake of illustration, we are explicitly identifying and evaluating an Occam penalty, but Occam factors
arise automatically if Bayesian analysis is eotly employed In actual practice, we need not think about Occam
factors as a separate step in Bayesian analysis.
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developing country on the Pandor continent, expanded social programs to reach a larger
proportion of the poor:

Hws =Expanding social programsasg a condition foa World Bank loan;
Hr=The government designed these measures to improve its approval ratings after the
latter dropped below a critical threshold, r

Hg denotes a family of hypotheses, wheyeould take on many different values. pAori, it
would be reasonable to assume that the threshold rafialis between 25% and 50%.
Regarding the upper limit, we reason that democratic governments tend to become concerned
once approval ratings drop below 50%. We set the lower limit dgpam background
information that approval ratings in Pandorian democracies generally have not dropped below
25% during periods of normal politics. We wish to calculate the posterior odds ratio (equation 3)
for the two hypotheses in light of eviderigg=The governmentOs approval rating at the time, r*,
was 44%.

We begin by evaluating the likelihood of the evidence uhtier

P(Eo|Hr I)=" P(r¢JHr 1)! P(Eolrc Hr 1) (7

whereas in the previous example, Wwave used the law of total probability to introduce a sum
over all possible values of the critical threshold (recall that each valyélefines a specific
hypothesis in thélg family); for simplicity we sum over integers instead of integrating over a
continuum’® Whenr. >50% or <25%, we have(rHgr 1)=0. We take the prior likelihood of the
threshold parameter to be uniform over the range ofE58%, such thaP(r.|Hr 1)=1/25.
Denoting evidenc&, asr*= 44% we have:

P(Eo|Hr 1)=(1/25)" P(r*= 44%|25%##50%Hg ) (8)
The summand vanishes unles$44%; otherwise the threshold hypothesis would be
contradicted. For.$44%, we take all values &{(r*= 44%f. Hg ) to be equal, assuming that

approval ratings at the time thevggrnment expanded social spending are independent of the
critical threshold.” We can then replace the sum in equation (8) with a factor of 7:

P(EoHr 1)=(7/25P(r*= 44%|44%##50%Hg 1) 9)

More generally, for evidendethat includes*= 44%alongwith othersalient observations, we
have:

P(E|Hr 1)=(7/25)! P(E|44%#r #50%Hr |) (10)
We can now calculate the posterior odds ratidfgwus. Hwg:

PHREE 1) = (7/25)! P(HR|I)! P(E|44%# #50%HR I) (11

P(HwglE ) P(Hwgll)! P(E[Hws )

We find thatHgris penalized relative tbHlwg by an Occam factor of 7/25, regardless of how
plausible we find the family of hypothedds relative to the World Bank hypothesis. This
moderate penalty arises because theatd4%rulesout a moderate portion of the parameter
space judged feasible given the background information. Had the vatubedn lower, the
Occam penalty would have been less significant. If the governmentOs approval ratings at the

5\We would not expect arbitrarily close values to be observationally distinguishable so this approximation seems
reasonable. N
Y This assumpon is an oversimplificatioN there could be many dependencies.
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time fell below 25%, this eviehce would be consistent with any value of the threshold between
25E60%, andHrwould not incur an Occam penalty relativeH@g.
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